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Foreword

The 2000 Microgravity Materials Science Conference was held June 6-8 at the Von Braun Center,

Huntsville, Alabama. It was organized by the Microgravity Materials Science Discipline Working

Group, sponsored by the Microgravity Research Division (MRD) at NASA Headquarters, and hosted

by NASA Marshall Space Flight Center and the Alliance for Microgravity Materials Science and

Applications (AMMSA). It was the fourth NASA conference of this type in the microgravity materials

science discipline. The microgravity science program sponsored approximately two hundred investiga-

tions, all of whom made oral or poster presentations at this conference. In addition, posters and exhibits

covering NASA microgravity facilities, Advanced Technology Development projects sponsored by the

NASA Microgravity Research Division at NASA Headquarters, and commercial interests were exhib-

ited. The purpose of the conference was to inform the materials science community of research oppor-

tunities in reduced gravity and to highlight the spring 2001 release of the NASA Research Announce-

ment (NRA) to solicit proposals for future investigations. It also served to review the current research

and activities in materials science, to discuss the envisioned long-term goals, and to highlight new

crosscutting research areas of particular interest to MRD. The conference was aimed at materials

science researchers from academia, industry, and govemment. A workshop on In Situ Resource Utiliza-

tion (ISRU) was held in conjunction with the conference with the goal of evaluating and prioritizing

processing issues in Lunar and Martian-type environments. The workshop participation included invited

speakers and investigators currently funded in the material science program under the Human Explora-

tion and Development of Space (HEDS) initiative. The conference featured a plenary session every day

with an invited speaker that was followed by three parallel breakout sessions in sub-disciplines. Atten-

dance was close to three hundred and fifty people. Posters were available for viewing during the confer-

ence and a dedicated poster session was held on the second day. Nanotechnology, Radiation shielding

materials, Space Station science opportunities, Biomaterials research and Outreach and Educational

aspects of the program were featured in the plenary talks. This volume, the first to be released on CD-

Rom for materials science, is comprised of the research reports submitted by the Principal Investigators
at the conference.
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IN SITU MONITORING OF CRYSTAL GROWTH USING MEPHISTO

Reza Abbaschian _, Y. Lian _, H. de Groh IIF, V. Timchenko 3, RY.P. Chen 3, E. Leonardi 3,

and G. de Vahl Davis 3

_Materials Science and Engineering

_University of Florida, Gainesville, FL 32611

2NASA/Glenn Research Center at Lewis Field

Cleveland, OH 44135

3University of New South Wales, Sydney, Australia 2052

ABSTRACT

Experiments were carried out to study the morphological stability of Bi- 1atomic% Sn alloys

using the MEPHISTO directional solidification apparatus aboard Space Shuttle Columbia (STS-

87, launched November 19, 1997). The research program involved collaboration of the University of

Florida, Centre National d'Etudes Spatiales (France), NASA/Glenn Research Center, the National

Institute of Standards and Technology, and the Unive_ity of New South Wales (Australia). The experi-

ments made use of the Seebeck technique to measure the interface temperature, the resistance change

across the sample for determination of the interface velocity, and Peltier current pulsing for demarcation

of the interface shape. These data were obtained in real-time during various melting/solidification cycles,

and the experiments were controlled via telecommands.

The Seebeck signal and temperature measurements in the space experiments, as well as morpho-

logical behavior of the solid/liquid interface, were found to be significantly different than those

obtained from ground-based studies. For the space-based experiments, interface breakdown was

observed at growth velocities of 6.7, 27, and 40 lam/s, but not at 1.8 and 3.3 gm/s. The results further

indicate that the morphological stability threshold for some grain orientations is significantly enhanced,

resulting in a staggered planar to cellular transition front. This report summarizes some of these findings.

This work was supported by NASA/Grant/Contract #NASA NCC3-476.

I. Background

The formation of dendrites generally follows morphological instability of a planar solid/liquid

interface [1]. The morphological stability criterion of Mullins and Sekerka [2] can be utilized to

predict the onset of instability in planar interfaces. The criterion determines the conditions for the

growth or decay of a perturbation on a planar interface under a given steady state condition. More

recent theoretical models indicate that anisotropic interfacial properties play a role in the mor-

phological stability of planar interfaces, as well as the evolution of cellular and dendritic struc-

tures, this has been predicted theoretically by Coriell and Sekerka [3] and Coriell et al. [4] by

extending the linear stability analysis of Mullins and Sekerka [2], and by Young et al. [5] in the weakly

nonlinear regime. These treatments indicate that such anisotropies tend to stabilize the growth of a planar



interface.ExperimentalobservationsreportedbyTillerandRutter[6] forlead-tinalloysandbyTrivedi
[7] andTrivedietal. [8] for transparent organic systems have been found to be generally consistent

with the theoretical predictions.

The influence of anisotropic interfacial kinetics on the morphological stability threshold was

recently demonstrated by the present investigators for solidification of Bismuth alloyed with

0.1% Sn [9,10]. The experiments were conducted under microgravity conditions during the STS-62

flight of the space shuttle Columbia, using the MEPHISTO directional solidification facility. Similar to the

USMP-4 experiments, the experiments yielded 15 cm of three parallel-processed samples, each grown

directionally at six velocities ranging from 1.85 to 40 _m/s. The microstructural evaluation of the space

grown samples indicated that for 1.85, 3.4 and 6.7 l.tm/s interface velocities, the growth occurred in a

planar mode. The microstmtural evolution at a higher velocity of 13.3 _tm/s appeared to be cellular in

one grain, and planar in another, whereas for 26.9 and 40 _tm/s velocities, cellular/dendritic morpholo-

gies were observed in both grains. The most interesting aspect of the planar-cellular transition at 26.9

_tm/s velocity was the existence of distinct preferential breakdown in one grain versus the other. The

upper grain became cellular approximately 0.6 mm after the initiation of growth, lbrming cells which

were tilted about 6.5 ° with respect to the heat flow and growth directions. The neighboring grain on the

other hand, continued with planar growth about 12.2 mm until it became cellular, with cells parallel to

the growth direction. The cell spacing within the two grains were approximately the same, 265 and 276

lum, respectively.

II. Experimental Facility and Techniques

The MEPHISTO hardware is shown schematically in Figure 1 [9,11 ]. The apparatus is capable of

simultaneous processing of three rod shaped samples, each of which is approximately 900 mm in

length and 6 mm in diameter. The central part of MEPHISTO consists of two furnaces each with a

neighboring heat sink, which is cooled by a refrigerant. One of the furnace-heat sink structures is

stationary, while the other is on a moving platform. Between these heaters special reflectors and insula-

tion are used to maintain a nearly uniform temperature. In the experiments to be described the furnaces

were heated to 750 ° C, while the cold zones were kept near 50 ° C, resulting in a molten zone in the

middle of each as illustrated in Figure 1. When the movable furnace-heat sink structure is translated

away from the fixed furnace, the extent of the hot zone is lengthened, increasing the extent of the molten

zone in the sample. Near the solid-liquid interfaces, which are located between each furnace and its

accompanying heat sink, a temperature gradient on the order of 200 ° C/cm is established. The furnace

heaters are in contact with cylindrical thermal diffusers made of graphite and are regulated using thermo-

couples within the diffusers. The graphite diffusers have three holes to accommodate the samples. The

uniform temperature field produces a very similar thermal profile for the three samples. In order for the

heat sinks to efficiently remove the heat from the samples, a metal seal of a low melting point (45 ° C)

alloy was utilized. When the heat sink reached its operating temperature, the liquid alloy made a direct

contact between the heat sink and the outer quartz wall of the samples.

The alloy used for the experiments was Bi with 1 atomic % Sn. As shown in Figure 2, Bi and Sn form a

simple eutectic diagram, with a maximum solubility of 1.63 atomic % Sn at the eutectic temperature of
140 ° C. The distribution coefficient for Sn in Bi is measured to be around 0.03. Schematics of the three

samples inserted into the MEPHISTO apparatus and their dimensions are shown in Figure 3. Each of

the three samples, which will be referred to as the "Quenching," "Peltier," and "Seebeck," has a special



purposeinthestudyof alloysolidification.A 2mmID,3mmODquartzcapillaryis locatedonthe
movingfurnaceside,whichextendsabout250mmintothesample.Thincapillaries(approximately0.6
mmOD)forthethermocoupleswerealsoinsertedforthethermocouplesinthePeltierandQuenching
samples.The3ramODwerefilledwith thealloyduringsamplepreparation.Thesamplesusedin the
ground-basedprocessingweresimilarexceptthecapillarieswereabout40nunshorter.

TheQuenchingsamplewasusedtomeasuretherateof solidificationusingtheresistancechangeacross
thesampleduringprocessingandtoproduceashortsectionofquenchedinterfaceattheendof the
experiments.Toachievethelatter,thesampleisattachedtoamechanismwhichquicklypullsthesample
about2cmtowardsthecoldzoneandfreezesthesample.TheQuenchingsamplewaselectrically
connectedfortheresistancemeasurements,andwasusedtocalculatethesolidificationrate.ThePeltier
samplehasconnectionstoallowmarkingthesamplewithshortelectricalpulseswhichcauseheatingor
coolingatthesolid-liquidinterface.

TheSeebecksampleisusedtomeasurethedifferencebetweenthetemperatureof thestationaryand
movingsolid-liquidinterfaces.TherelationshipbetweenthemeasuredSeebecksignalandthetempera-
ture of the moving interface, T c, and the temperature of the stationary interface, T D, will be discussed

together with the experimental results. Details of Seebeck interlace temperature measurement can be

found elsewhere [ 12].

IIl. Experiments and Growth Conditions

The flight experiments were performed with the help of Soci6t6 Europ6ene de Propulsion (SEP)

by telecommanding. The experiments were initiated by heating the movable and stationary

furnaces to 750°C. This established a liquid zone approximately 340 mm long as depicted in

Figure 1. Melting and solidification experiments were performed by commanding the apparatus

to move the mobile furnace/heat sink structure. The fully open position was referenced as I mm and the

fully closed 150 mm. Increasing the furnace position corresponded to freezing and decreasing the

furnace position to melting. Figure 4 is a plot of the MEPHISTO movable furnace position during the

USMP-4 mission. Many of the experiments consisted of a freezing period where the furnace was

moved forward, a hold period where the furnace was kept stationary, and a melt period where the

furnace was moved back to the original position for the cycle with the opposite velocity of the freezing

period. Figure 5 is an example with a start position of 115 mm, freezing for 15 mm at 13.5 Inn/s, and a

hold period of 30 minutes, and then melting back to the 115 nun position at 13.5 _ngs. As shown in

Figure 4, the experiments included thirty-five freeze-hold-melt cycles during the mission and eleven

periods of final directional solidification. The experiments were performed over a range of solidification

rates from 0.74 to 40 _n/s. All of the flight experiments were commanded and controlled via telemetry

from the NASA-Marshall Payload Operational Control Center.

IV. Microstructural and Data Analysis

The micrographs in Figures 6(a)-(b) show the successive development of the microstructure as a

function of the distance and the growth velocity for the Seebeck sample. Figure 7 shows schematically a

summary of processing lengths and velocities as well as the microstructure in each section. Also shown

is the successive development of the microstructure as a function in the growth velocity. For solidifica-

tion at velocities below V2 the growth occurs in a planer mode, while cellular morphology is seen at V3



throughV6velocities.Theplanartocellulartransitionrevealmanyimportantaspectsofthesolidification
offacetedmaterialsinmicrogravityasdiscussedinmoredetailinthefollowingsection.Theinitial(Earth
grown)microstmctureofthesamplesisshowninFigure8.Thesampleswereproducedfromahomo-
geneousliquidthroughquenching.TheopticalmicrographinFigure8showsrelativelyuniformmicro-
structurewithafacetedcellular/dendriticmorphology.

Thedevelopmentof aplane-frontmicrostructureisillustratedinFigures9(a)-(c)whichshowthe
transitionfromafacetcellular/dendriticstructureoftheEarth-grownportionof thesamplestoaplane-
frontmorphologyatthemovingfurnaceinterface.Atall threeinterfaces,theinitial cellulartoplane-front
transitioninterfacewassharplydelineated.Theopticalmicrographsshowthatonlyafewdominant
orientationsemergefromtheinitialmicrostructure,whichwasfoundtobeacommonfeatureof allthree
samples.Themicrostructureischaracterizedbyacompleteabsenceof theSn-richsecondphase
indicatingplane-frontsolidification.Itwasfoundthattheinterfacewasassociatedwithasharpcomposi-
tionalchange,detectedviaelectronmicroprobeanalysisaspresentedlater.

Whenaninterfacewasrevealed,forexampleduringtheinterfacebreakdown,it wasfoundthatthe
interfacewasnearlyflat,withaslightcurvaturenearthes/l/crucibletriplejunction.Uponcloserexami-
nation,theboundaryacrosseachgrainappearstobefairly flat,with thesmallanglesbetweenthem
givingtheappearanceof anoverallslightcurvatureoftheinterface,asshownbythemicrographof the
interfacewherethesamplewasquenchedinFigure10.

Microstructuralexaminationof themicrogravity-processedsectionsindicatedthatthoseregionsof
samplesgrownatV3throughV6 velocitiesexhibitedamorphologicaltransitiontoacellulargrowth
mode.Themicrostructuralappearanceof thecellularbreakdownof event15,V5(Peltiersample)is
showninFigure11.A muchnarrowerplanartocellulartransitionzonewasseenatahighergrowth
velocity(V5,V6) thanthatatlowergrowthvelocityV3.Moredetailof themorphologicaltransitionwill
bereportedlater.

Thethermalprofilein theMEPHISTOapparatusweremonitoredusingninethermocoupleslocatedin
eachof thefurnacediffusersandheatsinks.Fourthermocoupleswerealsoplacedinsidethesmall
quartzcapillarieswithintheQuenchingandPeltiersamples.Thethermocouplesintheheaterandheat
sinkdiffuserswereusedtocontroltheoverallthermalconditionsof thefurnace.Thethermalprofileof
thesamples,however,isnotfullydeterminedbythetemperaturesimposedbythediffusers,butalsoby
thepropertiesof thesampletobeprocessed.Therefore,thetemperaturefield in thesampleswas
monitoredusingthefourexperimentalthermocoupleslocatedwithinthesamples.A typicalthermal
measurementbythreeof thethermalcouplesisshowninFigure12.Alsoshownin thefigureis the
correspondingfurnacepositionandthemeltingtemperature.Thetemperaturegradientsinthesolidand
liquidneartheinterfaceweremeasuredas260and204K/cmfor growthwithin the6mmquartztube.

Figure13givesthetemperatureprofile for ground-andspace-basedexperimentswithin the
PeltiersampleusingthermocoupleT4in theground-basedexperiment,andT4 andT6inthespace-
basedexperiments.(Thepositionsof thesethermocouplesaremarkedinFigure3.) Notethetempera-
turegradientforthespace-basedexperimentswithinandoutsidethecapillaryforthespace-based
experimentsarebothabout260°C/cm.Thethermalprofilein thesolid(belowabout270°C) forthe
ground-basedexperimentsisverysimilartothespace-basedmeasurements.However,theaverage
temperaturegradientin theliquidfortheground-basedmissionisonlyabout100°C/cm.
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A non-intrusivetechniqueforstudyinginterfacialundercoolingistomeasuretheSeebecksignalgener-
atedbyasolid-liquid-solidstructure[13,14,15].Thetechniqueenablesaquantitativeinvestigationof
interfacialundercoolingincludingcompositionalandkineticterr_s.Forthecurrentlooppicturedin
Figure1,theSeebeckVoltagewill begivenby:

j-F --,Es= Arl (_ (W),C (w),0(w),T(w)) VTe d_'

where w is the path, 77 is the Seebeck coefficient, and VTis the temperature gradient. Here we have

assumed the Seebeck coefficient depends only on the phase of material, 4),the composition, c, and the

crystallographic orientation, 0. For the equation to be valid, a necessary condition is that the integral

does not depend on the path taken within the material. This could be violated, for example, if there are

alternate paths through materials with different Seebeck coefficients. For the present setup, T A = T F

(where T refers to temperature, and the subscript the position), TB= T E, and the wires from A to B and

F to E are the same material. (The MEPHISTO apparatus can monitor and control the end tempera-

tures of the sample to within 0.0 1°C.) If it is assumed that the Seebeck coefficients for the solid and

liquid do not vary with concentration, temperature or structure, the resulting signal for the simplified

conditions will be:

Es = rls(T c - TH)+ rlL (Tt:-T_)+ rls (TE-V,,)

where r/s is the Seebeck coefficient for the solid, and 17Lis the Seebeck coefficient for the liquid. Since

TB=T _, this simplifies to E s = -(rls- rlt)(T_-Tc ). If the Seebeck coefficient of the liquid and solid are
known, then one can determine the difference in temperatures of the two solid-liquid interfaces. The

temperature at the stationary interface, T_, is given by the phase diagram in Figure 2. The equation

simplifies to:
E s E s

T c = Tt_ -t q_ _--'I]L= To + "_S/L

where r/_Lis the difference in the Seebeck coefficient of the solid and liquid near the melting tempera-

ture.

Figure 5 gives the Seebeck signals acquired for a ground- and a space-based experiment. Each con-

sisted of solidification, hold, and melt period as previously described. The Seebeck signal for the

ground-based experiment rose during freezing, fluctuated around an average value for the hold, then

decreased during melting. The fluctuations in the signal are due to hydrodynamic mixing in the liquid. It

was observed that the magnitude of the fluctuations strongly depended on the maximum temperature of

the melt. The signal for the space-based experiment had an initial increase, then decreased during

freezing. After the furnace stopped, the signal increased due to the interface temperature increase

caused by the exponential decay of solute at the interface. During melting the signal decreased, then
increased back to near its initial value before the freeze-hold-melt cycle was begun. The differing

behavior of the ground- and space-based Seebeck results may be due to the differences in the amount

of solute build-up at the interfaces as well as structural changes in the solid. As such, the results can not

be explained by the above mentioned simplified equation that is based on the assumption that structure

and composition do not affect the Seebeck coefficient of the solid or the liquid. More accurate analysis

of the Seebeck data can be found in Reference [ 16].

A mathematical model of heat, momentum and solute transfer during directional solidification of binary

alloys in a Bridgman furnace has been developed by the Computational Fluid Dynanaics Research

Group at the University of New South Wales, Sydney, Australia. The results of the calculations are

being compared with those of the experiments for the purpose of better interpretation of the data, as
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wellasthedeterminationof thepropertyvaluesofbismuth.Themodelusesafixedgridsingledomain
approach(enthalpymethod)toincorporatetheeffectsof couplingwith thephasediagram(aconcentra-
tion-dependentmeltingtemperature)andofthermalandsolutalconvectiononsegregationof solute,
shapeandpositionofthesolid/liquidinterface.

Twonumericalapproachesarebeingemployed.Inthefirst,theprimitivevariableequationsaresolved
byafinitevolumediscretization,usingacommercialflowcodeCFX4.1.in thesecond,afinitediffer-
ence/finitevolumediscretizationof thevorticity-streamfunctionformulationoftheequationissolvedby
anin-housecodeSOLCON.Figure15comparesresultsofonesuchcalculationwith theexperimentally
determinedsoluteconcentrationattwovelocities.Thedistributionofsoluteconcentrationin thesolid
alongthecenterlineofthesampleisshowninFigure15a.Numericalsolutionswereobtainedfromthe
experimentalsamples.Figure15bshowsthedistributionof soluteconcentrationacrossthesolid.Both
axialandtransversenumericaldistributionsareinveryagreementwith theexperimentalresults.More
detailedcomparisoncanbefoundin Reference[17].

V.Summary

Manyof theparametersimportantfor studyingmorphologicalinstabilitiesweresuccessfully
measuredduringdirectionalsolidificationofBi I at%Sn.TheSeebecksignalsandcalculatedtempera-
turegradientin theliquidfortheground-andspace-basedsetsofexperimentsweresignificantlydiffer-
ent.The differences are consistent with strong hydrodynamic mixing in the liquid during the ground-

based experiments. The analysis of the Seebeck measurements indicate that for bismuth-based alloys,

the structure and composition of the solid alloy have strong influences on the Seebeck signal generated.

The microstmctural examination of the directionally solidified samples reveals strong influences of

interracial kinetics and anisotropy on the morphological instability of the solid-liquid interface.
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Figure 1. MEPHISTO Apparatus is shown with two furnace/heat sink structures. The three long

cylinders going through the two furnace/heat sink structures are the Quenching, Peltier, and Seebeck

Samples. The three samples are subjected to the same temperture field, except the Seeback sample

has additional temperture regulation to maatch the temperature at its ends. The furnace/heat sink

structure on the left can move, causing melting or solidification at the moving solid-liquid interface. In

the schematic of the Seebeck sample the ends marked B and E while the solid-liquid interfaces are

marked C and D. When solidifying/melting at the moving interface, the tempertures at C and D will not

be the same due to compositional and kinetic undercooling/superheating.
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Bi-Sn Phase Diagram
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Figure 2. Phase Diagram for the bismuth-tin system.
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Figure 3. Configurations for the Quenching, Peltier, and Seebeck samples. The samples consist of 5.87

mm diameter cylinders ofBi- ! atomic % Sn alloy which are contained in quartz tubing. The four

thermocouples (the Quenching and Peltier each has two) are labeled T 1, T3, T4, and T6. The

Seebeck capillary is a 2mm i.d quartz tube on the left of each sample. The triangles indicate position

of electrical contacts. A small cut in the capillary tube for the Peltier sample allows current to flow in

the alloy inside and outside the capillary.
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Figure 4. The MEPHISTO moving furnace position as a function of days into USMP-4 mission. The
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Figure 5. Seebeck signal and position for ground-and space-based experiments for solidification at

13.5 ILtm/s. The moving furnace position as a function of time into the experiment is very similar for the

two experiments. The ground-based experiments have noticeable fluctuations inthe Seebeck signal,

presumably from hydrodynamic mixing in the melt.

11



ILIU. :_I _1 !

Figure 6a. Microstructural evolution of the Seebeck sample from the Earth grown material to growth in

the capillary section.
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Figure 6b. Continued microstructure of the Seebeck sample extending into the section outside the

capillary and finishing in the region where translation finished.
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Figure 7: Summary of sample sections preserved during final solidification. Sections with horizontal

lines indicate cellular breakdown.
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Figure 8: Detail of Earth-grown section showing a faceted cellular/dendritic structure.
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Earth-Grown Malcrial Space-Grown Material

Figure 9a. Composite image of the initial growth of the quench sample. The initial Earth-grown structure

on the left hand side shows a faceted cellular dendritic morphology. The transition to plane-front growth

is visible in the space-grown material on the right hand.

m lmm

Earth-Caown Malenal Space-Cn_own Material

Figure 9b. Composite image of the initial growth of the Peltier sample showing structure to the quench

sample. The break in the micrograph is where the sample was cross sectioned.
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Figure 9c. Composite image of the initial growth of the Seebeck sample showing a similar structure to

the previous samples. Twins are visible in the capillary section.
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Figure 10. Composite micrograph of quenched section of the quench sample showing the S/L interface

shape.
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Figure 13. MEPHISTO thermal profile for ground and space based mission. Above the melting point

of the liquid the temperature gradient for the ground-based experiments is significantly lower indicating

convection. The profile is very similar inside and outside capillary on space-based experiments.
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MORPHOLOGICAL STABILITY OF FACETED INTERFACES

R. Abbaschian _, V. D. Golyshev 2, M. Gonik 2, V. Tsvetivsky 2, G. de Vahl Davis 3,
and E. Leonardi 3

_Department of Materials Science & Engineering, University of Florida

2Center of Thermophysical Research (CTR), Russia

3University of New South Wales, Australia

The major focus of this investigation is to study the fundamentals of layer spreading mechanisms

during growth of doped Ge (a facet forming material), and to determine the conditions for mor-

phological instability of vicinal solid-liquid interfaces. The investigation will also lead to the

determination of the effect of dopants on the layer growth kinetics, step free energy, and dopant

capture by the advancing ledges.

The theoretical treatment of growth of faceted interfaces indicates that the kinetics of a step on a

growing vicinal interface considerably depends on its angle of inclination, the melt concentra-

tion, and characteristics of flow currents in the melt. The morphological stability of the interface

also depends on these parameters, as well as on the density and spreading velocity of the steps.

However, the treatment of the instability of the interface by the layer growth mechanism is rather

difficult because it requires exact knowledge of the thermal and solutal fields, hydrodynamics of

the melt, and supercooling at the interface. The results of recent space experiments of the princi-

pal investigator involving directional solidification of faceted Bi-Sn alloys have shown that the

morphological stability of various crystallographic orientations is significantly affected by the

anistropy in interfacial properties of the faceted alloy in general, and the interface kinetics in

particular. These findings have also raised many important and fundamental questions, particu-

larly with respect to the behavior of interfacial steps, which need to be addressed via additional ground-

based and microgravity experiments.

For the present investigation we will use a novel crystal growth technique which provides axial heat flux

close to the solid-liquid boundary. The Axial Heat Processing (AHP) technique allows for precise

control and determination of the heat and mass transfer close to the crystallization front, and the estab-

lishment of a planar interface over the entire cross-section of the growing crystal.

The project began in June 2000, under NASA grant # NAG8-1673.
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VIBRATIONS AND G-JITTER: TRANSPORT DISTURBANCES DUE TO RESIDUAL

ACCELERATION DURING LOW GRAVITY DIRECTIONAL SOLIDIFICATION AND

DIFFUSION EXPERIMENTS

J. Iwan D. Alexander t-_*, J. E Kizito 2, and M. Kassemi _

Department of Mechanical and Aerospace Engineering, Case Western Reserve University

-_National Center for Microgravity Research on Fluids and Combustion

The proposed research involves a four-year program of ground-based research leading to the

definition of a set of benchmark flight experiments. The experimental objectives are to character-

ize the response of heat and species transport in a directionally solidifying model transparent

alloy system subject to well-characterized imposed vibrations and, ultimately, to spacecraft

residual acceleration. The experiments will:

• Quantify the effects of residual acceleration on transport during directional solidification

• Investigate, as part of the flight experiment definition, modulated Ig convective transport in

solidifying succinonitrile-ethanol (SCN-E) and succinonitrile-water (SCN-W) melts using high

and low frequency translational and rotational vibrations

• Investigate single and two-liquid phase melt responses

• Compare thermo-solutal and dominantly thermal convective responses to vibration (facilitated

by the weak dependence of SCN-W density on composition)

• Investigate the possibility of using vibration for transport control (e.g., for melt homogenization

or rehomogenization).

The candidate systems for carrying out the experiments are succinonitrile-ethanol (SCN-E) and

succinonitrile-water (SCN-W). A generic phase diagram is shown in Figure 1. These systems

have been chosen because, depending on composition, the melt can be single phase with two

components, or can be composed of two liquid phases and are reasonable model systems for

montectic metal alloys. Both systems have been the subject of previous holographic interferometric

studies [ 1-4] in which flow regimes during solidification under terrestrial conditions were qualita-

tively characterized. For SCN-W, especially at temperatures in excess of 40°C, the change in

density due to composition is insignificant in comparison to that caused by temperature. In contrast,

compositional density changes are comparable to temperature induced density changes. (For

example, a 10 wt.% change in ethanol concentration leads to density change of approximately 5%

while a 10°C change can lead to between 1% and 10% density change depending on whether the

melt is ethanol rich or SCN-rich. The Prandtl number for both systems is of the order 10-1.

Further details concerning the thermophysical properties of these systems can be found in Refer-

ences. [4-7].
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The rationale for choosing these systems is that they cover a range of fluid properties including a

two-phase melt, one system exhibits a dominantly temperature dependent melt-density while the

other depends strongly on both density and composition. For dilute SCN-rich or water (ethanol)

rich systems (regions VII or I in Figure 1) this will allow comparison of the behavior of dominantly

thermal and thermo-solutal convective effects, In the two-phase liquid regions, the effects of g-

jitter (and thermocapillary driven motions) on liquid droplet and bulk transport will be investigated.

Ground-based experiments will be conducted to determine the operating conditions suitable for the

space experiments and, as far as possible characterize, the response to g-jitter type vibrations.
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THE EVOLUTION OF DENDRITE MORPHOLOGY

DURING ISOTHERMAL COARSENING

Jens Aikemper and Peter Voorhees

Department for Materials Science and Engineering, Northwestern University

Evanston, Illinois, USA

The project studies the evolution of dendrites during isothermal coarsening for Sn-dendrites in a Pb-Sn

matrix phase. The matrix is liquid during the coarsening process to ensure significant coarsening in a

reasonable amount of time. This system has been chosen because it has been extensively studied in the

past with respect to coarsening, particularly in the Coarsening in Solid-Liquid Mixtures (CSLM) project

- see Reference [ 1].

The process of dendrite coarsening is crucial to all casting processes where dendrites are formed in the

early stage of the cooling process. All dendrites subsequently coarsen until the structure is completely

solidified. In order to study the effect of the coarsening process on the overall microstructure it is useful

to design the experiments so that the coarsening happens isolated from the overall solidification but still

involves a dendritic microstructure. Once the coarsening of dendrites has been studied it can be fed

back into the understanding and simulation of casting processes. The results thus will provide new

insights into dendritic coarsening as well as guide simulations of solidification processing with respect to

coarsening.

Usually the coarsening of dendrites is evaluated using the secondary dendrite ann spacing determined

from planar sections through the microstructure- see figure I. It has been found, that the secondary

dendrite arm spacing grows proportional to the time available for coarsening with an exponent of 1/3.

This underlines the general similarity to particle coarsening.
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Inthisresearchthemicrostmctureswill beevaluatedusinganewlydevelopedserialsectioningmethod.
A similarmethodhasbeenemployedbyWolfsdorfet al. [3] for connected particle structures in the

lead-tin system. Figure 2 shows an example from their research ofa microstructure that was serial-

sectioned and then reconstructed. It gives a good impression of the possibilities using such a method.

The method, however, has been greatly improved since, allowing now to take sections as little as 2pro

apart and at a rate of ca. 15-20 sections per hour.

Figure 2. Tin particles reconstructed from 80 cross-sections. The sections were spaced apart ca. 20pm.

Measurements will be done with respect to the full three dimensional microstructure instead of the usual two-

dimensional cross-sections. This allows us to evaluate the curvatures of the dendrite surface and the genus

(_e figure 3) per volume of the dendrites. The curvatures are of particular interest since they provide the

driving force for the coarsening process due to the Gibbs-Thomson effect. The role of the genus with respect

to coarsening is not clear, but it is important for the materials parameters after the process. Attempts have
been made earlier to show the link between the curvature distribution of a dendrite surface to the overall

coarsening process, but they were clearly limited by the experimental techniques available. The genus of

dendritic microstructures has not been measured at this time. In order to compare the results to existing

literature we will further determine the secondary dendrite arm spacing from two dimensional cross-sections.

9.-1 g:2 g--3

Figure 3. The topological genus of various toil is given by the number of cuts with closed curve that can

be applied without splitting the torus into two parts (taken from StereologicalMethods [4]).
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MICROGRAVITY IMPREGNATION OF FIBER PREFORMS
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INTRODUCTION

Molding operations involving low-viscosity polymers are commonly used to manufacture net-

shape components quickly and inexpensively. Molding is usually characterized by the displace-

ment of air in a cavity by a polymeric resin which is either cooled or cured to form the final solid

part. During filling the interface between the polymer and the air, referred to as the free surface,

progresses through the cavity. The dynamics of this free surface can affect heat transfer as well as

the curing rate in the mold, and thus the mechanical properties of the molded part. During mold

filling the bottom of the fluid front may sag due to gravity, thus forming a nonsymmetric free
surface.

The experimental and theoretical studies dealing with free surface shapes published in literature

often do not approach the problem from a mold filling perspective. Those related to mold filling

typically neglect gravity effects on the free surface. The most common approach in determining

the free surface shapes in molding is to assume the capillary number is high and that viscous

forces dominate surface forces. For instance Behrens et al. [1] calculated and experimentally measured

axisymmetric free surface shapes. In reference [ 1], surface effects, such as those due to surface tension

and contact angle, are ignored and the fluid front shape is completely dictated by the flow kinematics.

Other studies dealing with free surface shape include research on the motion of contact lines

[2,3]. These address the issue of the viscous stress singularity and so called slip length used in

the analysis of moving contact lines, but do not address the free surface shape over the entirety of

the free surface. Closely related are investigations in determination of the dynamic contact

angles [4-6]. Again, the focus of such studies is on the flow dynamics near the contact point.

Blake investigated gravity effects on free surface shape in mold filling [7,8]; however this study

involves a vertically aligned cavity in which gravity does not cause an asymmetric fluid front.

Several studies have been performed which include gravity effects on the spreading of a liquid

drop on a solid surface which do include gravity effects on the shape and motion of the free

surface (e. g. Chen, et al. [9] and Hocking [ 10]), but not in a mold cavity.

The purpose of the current study is to experimentally study the effect of gravity on the free surface shape

during the filling of a mold cavity. It is of particular interest to determine the important non-dimensional

parameters governing the fluid front dynamics. Towards this end, mold filling experiments are per-

formed to characterize the spreading of the fluid front during the filling of a disk-shaped cavity. The

effects of Reynolds, Bond, and Capillary numbers on spreading are studied.
*Corresponding author 27



I. Effects of Gravity on Mold Filling

Spreading at a radial location in a centergated disk shaped cavity can be characterized by the

Reynolds, Bond, Capillary numbers and by the contact angle, o_, which is assumed constant in the

current study. For the filling of a mold, the first three non-dimensional parameters can be ex-

pressed as,
'9

_l '

where p, a, and p are the fluid properties density, surface tension, and viscosity; L is the gapwidth; and

u is the average local velocity. These numbers are defined at the location of the first fluid front probe

(R= 2.0 inches), thus the velocity, u, represents the average velocity at R = 2.0 inches. For macro-

scopic analysis, a Reynolds number to characterize the flow regime can be expressed in terms of the

volume flow rate as pQ

ReQ=_ (2)

The dependence of spreading on Reynolds, Bond, Capillary numbers and contact angle needs to be

fully understood through carefully designed experiments. Towards this end, the following physical

parameters can be changed in filling experiments: gapwidth, L; volume flow rate, Q; viscosity of the

fluid,,u, its density, p, and the surface tension, a. For a given fluid and the mold surface the contact

angle can be determined. Then two of the remaining three non-dimensional parameters need to be kept

constant while changing the third one. This requires the adjustment of all the physical parameters (i.e.,

L, Q, p, o', and #) in a unique manner. In order to allow arbitrarily specified non-dimensional param-

eters, glycerol diluted with water is used as the tilling fluid. Different volume fractions of glycerol,f, in

the mixture yield variations in fluid properties. Additionally, the molding setup allows the gap width and

flow rate to be varied, thus -all the noted physical parameters can be controlled.

There are five unknown physical parameters for each specified set of non-dimensional values, thus the

three equations in (1) are not sufficient to determine the required experimental conditions. However,

three of the unknowns, i.e./9, or,andfl, are related in that they are physical properties of the filling fluid.

Experiments are performed to obtain the dependence of these on the volume fraction of glycerol in the

mixture, and each are expressed as functions off The fluid properties are substituted into equations

( 1), and manipulated to yield a single equation, leaving the volume fraction,f, as the only unknown [ 11],

0 = [9(f)B°'_l/4(Ca'_/2 t,._t ¢,_3/4
\ g / \Re/ _,,,.p_,j77 - _t(f). (3)

For a desired set of non-dimensional parameters, equation (3) is solved implicitly forf The volume

flow rate and gapwidth are subsequently found by using equations (1).

II. Experimental Setup

An experimental molding setup for observing and characterizing flow during the filling of a disk shaped

cavity has been constructed. The experimental setup consists of the following components: an as-

sembled mold cavity, a peristaltic pump and tubing system for fluid transfer, and a data acquisition

system. The 9.0 inch radius centergated disk shaped mold cavity, depicted in figure 1, is formed by

placing spacer plates between 1.0 inch thick Plexiglas mold walls. Spacer plates are cut from 20x20-
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inch aluminum or acrylic sheets with an 18-inch diameter disk shaped cut from its center. Several

spacer plates with thicknesses ranging from 1/16 to 1/2 inch are fabricated and can be combined to

provide gapwidths from 1/16 to 1 inch. Fluid is injected by the peristaltic pump at constant flow rate

through an inlet gate with a diameter that can be varied from 0,125-0.375 inch. Figure I shows the

radial locations of pressure transducers and fluid front sensors which are connected to the data acquisi-

tion system. Figure 2 provides a closer view of the fluid front sensors and how they detect spreading of

the free surface. Figure 2a shows a typical fluid front as it might appear without spreading in the absence

of gravity, while figure 2b shows a front which has sagged due to gravity. The sensors are mounted at

three radial locations in the disk, R = 2, 4, and 6 inches, and each consists of two small pairs of termi-

nals mounted on the top and bottom walls. Each has a power terminal and three numbered sensing

terminals as illustrated in figure 2.

A sensing circuit in conjunction with the data acquisition system detects when the front contacts

each sensing terminal by measuring a resistance drop. The three sharp voltage increases repre-

sent the fluid front contacting the three terminals. The derivation for obtaining spreading based

on the fluid contact times and geometry has been calculated previously and will not be presented

here [ 11 ]. It was shown that spreading S, is the difference between the radii R c and R b, and is calcu-

lated using the two known radii R a and R b and these three fluid front contact times t 1, t2, and t3 as

q (Rh2 - R. 2)(t2 - t 1)S = Rb2 + - Rb (4)
III. Results (t2 - t3)

Spreading results for eleven sets of experiments in which the Reynolds and Bond number are varied are

depicted in figure 3. Each experiment in a set is repeated between four and seven times to minimize

statistical error. There are three groups of three curves, representing the three radii, R, at each of the

three Bond numbers. The largest errors are observed near at R = 6.0 inches at the highest Bond

number, where spreading is the highest. In all nine curves, spreading is seen to vary linearly over the

range of Reynolds numbers studied. In most of these experiments, two orders of magnitude change in

Reynolds number did not significantly affect spreading, as shown in figure 3. However, Bond number is

observed to significantly affect spreading at all Reynolds numbers. Figure 3 shows that spreading

increases by an order of magnitude due to a small increase in Bond number at all Reynolds numbers.

At Bo = 8.2, spreading is observed to be least near the inlet, and increases as the fluid decelerates

radially through the cavity. At Bo = 5.75 however, spreading is nearly identical on the R = 2 and R = 6

in. lines, and noticeably higher at R = 4 inches. At Bo = 4.35 the same behavior is observed at R = 4.0

inches. The increase in spreading at R = 4 at these Bond numbers is pronounced enough to be visually

observed through the Plexiglas mold walls. This phenomenon is believed to be due to inlet effects as

spreading is measured to be at the order of inlet diameter.

Figures 4-6 contain sets of spreading data obtained from different mold radii as a function of Bond

number. In these figures, the error bars are the same as in figure 3, thus they are not included for clarity.

In each figure, the variafon of spreading at different Bond numbers is shown for three different Reynolds

numbers. In figure 4, inlet effects at R = 2 are observed for the lowest Reynolds number, i.e., Re =

0.04. The spreading for Re = 1.0 and Re = 2.0 increases with Bond number and have a slightly nega-

tive radius of curvature. These curves demonstrate the previously observed trend that Reynolds number

has minimal effect on spreading, in particular at low Bo numbers. The Re = 0.04 curve matches the

others at the lower two Bond numbers as well, but is observed to deviate from the others as the Bond

number is increased. This is due to the inlet effect where a very slow flow at a high Bond number runs
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along the bottom mold wall before the fluid ever contacts the top mold wall. An interesting extension of

this behavior is observed near this range of non-dimensional parameters, when the fluid spreads several

inches along the bottom wall before the top touches, at which point the bottom of the fluid front slows

down considerably for a brief instant while the top rapidly progresses "ahead.

In figure 5, spreading measurements are shown at R = 4.0 inches, farther from the inlet. There is still a

slight inlet effect visible forBo = 8.7, but in general the curves have condensed and are similar for each

Reynolds number. Spreading at this radius is observed to increase by almost an order of magnitude

when the Bond number is doubled. The curves for these Reynolds numbers are nearly linear. The data

from R = 6.0 inches, depicted in figure 6, exhibits a similar significant increase in spreading with Bond

number, however in this case the curves are concave indicating around one-inch spreading at R = 6.0

inches.

Similar mold filling experiments are performed holding the Bond number constant at 5.75, and

the Reynolds number constant at 1.0, while varying the Capillary number between 0.006 and 0.2.

Results from these experiments are presented in figure 7, with the spreading measurements are drawn

with a 95% confidence interval. Figure 7 displays the general trend that spreading decreases with

increasing Capillary number. Increasing the Capillary number translates to increasing both the volume

flow rate and the fluid viscosity in terms of physical parameters. The dependence of spreading on

Capillary number is less pronounced than the dependence on Bond number. The reduction in spreading

is approximately 50%, as Capillary number is increased nearly two orders of magnitude. The graphs of

spreading vs. radius demonstrate the phenomena observed in the previous data set, where spreading

increases from the inlet to a maximum at R = 4 in. at which point it begins to decrease again.

REFERENCES

I. Behrens, R.A., Crochet, M.J., Denson, C.D., and Metzner, A.B., "Transient Free-Surface Flows:

Motion of a Fluid Advancing in a Tube," AIChE Journal, 33(7), pp. 1178-1186, 1987.

2. Jansons, K.M., "Moving Contact Lines at Non-Zero Capillary Number," J. Fluid Mech., 167, pp.

393-407, 1986.

3. Dussan, E.B., and Davis, S.H., "On the Motion of a Fluid-Fluid Interface Along a Solid Surface,"./.

Fluid Mech., 65( 1), pp. 71-95, 1974.

4. Rame, E., and Garoff, S., "Microscopic and Macroscopic Dynamic Interface Shapes and the

Interpretation of Dynamic Contact Angles," J. Colloid and Interface Sci., 177,234-244, 1996.

5. Gennes, P.G., Hua, X., and Levinson, E, "Dynamics of Wetting: Local Contact Angles," J. Fluid

Mech., 212, pp. 55-63, 1989.

6. Str6m, G., Fredriksson, M., Stenius, E, and Radoev, B., "Kinetics of Steady State Wetting," J.

Colloid and Interface Sci., 134, 107-116, 1989.

7. Blake, J.W., "Studies in Reaction Injection Mold Filling," Ph.D. Thesis, University of Minnesota, 1987.

8. Blake, J.W., and Macosko, C.W., "The Kinematics of Fountain Flow in Mold-Filling," AIChE

Journal, 33(7), pp. 1168-1177, 1987.

9. Chen, Q., Rame, E., and Garoff, S., "The Breakdown of Asymptotic Hydrodynamic Models of

Liquid Spreading at Increasing Capillary Number," Phys. Fluids, 7(11), 2631-2639, 1995.

10. Hocking, L.M., "Rival Contact-Angle Models and the Spreading of Drops," J. Fluid Mech., 239,

pp. 671-681, 1991.

11. Olivero, K.A. and Altan, M.C., "Gravity Effects on Preform Impregnation During Resin Transfer

Molding", 14 'h meeting of the Polymer Processing Society, PPS-14, 786-787, 1998.

30



L<,t :-i;ile At :._ i_!_Z. _-- _ . :::i,-_ rl.

...... I--1 ..... .......... ....... ..... O-!i_ g
-=i. ....... ,_¢:, ¢ :8 t <<:_l_ll. i /.... ..... "* ""

I_ "-",,,-'" _ ,, II I7 _ rl N r-i J
......... .... i

L

........ , .......... "., '\ , 0 L)_4 ,t.ktJ_,? r1 ir:'_

J-J_ _,"c:-;7{::,e .-o, Pre_ <-;:le ] s;._J::_>u,s+i_,-t-......... ".........A(:at:7,,:,_or) 7.TDa(,el
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In the materials industry, there are several crystal growth techniques which use liquid precursors,

including the Bridgman and Czochralski techniques. In each of these methods, a semiconductor

melt undergoes solidification, resulting in the formation of a crystalline phase. These techniques,

however, often suffer from the disadvantage that the quality of the crystal product is adversely

affected by the presence of convection which may exist in the melt. This convection is induced

when an enclosure of fluid is heated from below and/or cooled from above. The temperature

gradient will cause the density of the cooler fluid at the top of the container to be greater than the

warmer fluid on the bottom; therefore, gravity will begin to pull the cooler fluid downward. This

displaces the warmer fluid on the bottom, and the system begins to convect. This process is

called buoyancy-induced convection or gravity-induced convection. Microgravity has been

proposed as an environment where gravity-induced effects do not occur, and the resulting con-

vection does not develop.

The dynamic state of fluids heated from below is determined by the Rayleigh number, a dimensionless

group defined as the ratio of the buoyancy forces to the diffusion forces. There are three important

values of the Rayleigh number at which important processes begin, and are denoted the first, second,

and third critical Rayleigh number- Ra c1, Rac2, and Rac3 - and delineate the bifurcation to steady,

oscillatory, and chaotic flow.

I. Proposed Solution - Sensing Convection via Electrochemical Measurements

An electrochemical method to visualize this convection has been developed which establishes initial and

boundary conditions for a tracer species and subsequently monitors the dynamic response (Sears et al.

1992, Prasad et al., 1999). The solid-state electrolyte yttria-stabllized zirconia (YSZ) are fabricated

into sensors that are attached along the periphery of the enclosure (see Figure 1). The YSZ electrolyte

has the property that it selectively allows for the transport of oxygen into the liquid tin. Assuming that

the flow configuration of the tin is fully developed, the now dissolved oxygen acts as a tracer specie as it

follows the path of the convective flow. Other YSZ sensors, strategically placed along the side of the

enclosure detect the presence of the oxygen as the flow carries the dissolved oxygen. One then obtains

a sensor response over a period of time. Numerical calculations of convection are performed in this

work to calibrate these sensor responses. That is, for an experiment conducted at a particular aspect

ratio and Rayleigh number, whatflow configuration does one expect? Calculations such as those
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Figure1. Prototypeof ElectrochemicalMeasurementSystem.

presentedin thisworkwill serveasabenchmarkin translatingaparticular_nsorresponseintoanactual
flowconfiguration.

Thereareseveraltechniquesforvisualizingconvectiveflows(Eiseleet al. 1998); however, this electro-

chemical sensing technique is advantageous over existing methods for many reasons, the first of which is

its non-intrusiveness (the oxygen levels are typical of those present in liquid metal processing). This

electrochemical measurement system also has the advantage that it does not require the use of tracer

particles which, if used in crystal growth experiments, would ruin the quality of any product. Finally, this

technique is also highly adaptable to microgravity studies given power, weight, safety, and signal level

requirements. The electrochemical method to visualize flow provides a fresh approach to a difficult

problem that has the potential not only to enhance the understanding of the fluid dynamics of low Prandtl

number fluids, but also provide a critical experimental link between computational fluid dynamics and

processed material properties.

In order to quantify the convective component accurately, an accurate assessment of the diffusive effects

must be undertaken. Fortunately, the electrochemical measurement technique used in this study is

capable of making accurate diffusivity measurements. To do this, an isothermal fluid is arranged perpen-

dicular to gravity and is given an initial concentration of oxygen by electrochemically titrating oxygen

from a Cu/Cu20 reference electrode. The oxygen transports from the reference electrode, and is

dissolved into the studied fluid (for this study, tin and tin/lead alloys are studied). A concentration

gradient is then induced by depleting oxygen from either the top or bottom of the fluid (that is, bottom-

heavy or top-heavy in oxygen). The diffusivity can then be followed by measuring the EMF at the YSZ

sensor at the opposite end of the fluid and analyzing the results with the large-time approximation of the

one-dimensional axial diffusion equation.
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II. Convection Measurements - Calculations

A computational fluid dynamics model was developed for this study, using the finite-difference method of

Patankar (1980). The modeled geometry is a three-dimensional rectangle with all no-slip walls except a

top, stress-free surface. The top and bottom walls are taken to be isothermal, while the others are as-

sumed adiabatic. Rectangular geometries are used in this study becau_ their expected flow configurations

are more complex than for other co-ordinates because of the presence of comer effects, which leads to

more robust sensor predictions. Liquid tin (Pr=0.008) was used as the model fluid for all simulations. The

non-dimensional transport equations are

v._'= 0 (1)
for continuity,

Ra
_)V+_)tV.V¥ = V_- Vp -_r (T- T o) (2)

for momentum, and

°_T =lye T (3)
-_" +( vZV)T Pr

for energy, where the Boussinesq approximation has been assumed in the body force terms of the

momentum balance.

IIl. Results

The results presented are limited to the oscillatory bifurcations of liquid tin at the second critical Rayleigh

number. To determine Rac2, a calculation was performed with a Rayleigh number greater than Ra c I

using converged Rac! velocity profiles obtained previously (Crunkleton etal., 1999) as initial guesses.

If, for a particular Rayleigh number calculation, no periodic oscillations are detected, its velocity and

temperature results are used as initial guesses for the next calculation with an increased Rayleigh number.

This process is repeated until oscillations are detected.

Aspect ratio of 0.25

Using a mesh, oscillatory convection starts at a Rayleigh number of 250,000, which is relatively close to

the first critical Rayleigh number ofRacl = 200,000. Figures 2a and 2b show the oscillatory nature of

this flow for Ra = 400,000. (The Rayleigh number is somewhat higher than Rac2 to amplify the oscilla-

tions, to be easier to visualize graphically).

A macroscopic visualization of the flow periodicity is given in Figure 3. The flow starts in 3(a) with one

main circulation containimz two small rotatimz cells inside this main circulation. In addition, smaller
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comercellsliediagonallyoppositefromeachother.InFigure4(b),thetwosmallrotatingce_shavegrowninsize
andthevelocity"hasincreased. The larger diameter cell has broken down into two smaller cells, and conservation of

angular momentum dictates that the velocity of the smaller cells should increase. In Figure 3(c), the center roll begirts

to develop in a diagonally-opposite direction to that in Figure 3(a). The above de_scription is again repeated in the next

halfofthe cycle.
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Figure 3. Macroscopic visualizations of oscillatory flow for y=0.25.

Aspect Ratio = 1.0

Using the steady velocity profile of a single cell at a Ra c I of 3550 and a mesh, the second critical

Rayleigh number was determined to 83,500. The velocity components and dimensionless temperature

for Ra = 85,000 are shown in Figure 4, showing definite periodic oscillations.
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Aspect Ratio = 2.0

With a 30x30x20 mesh, the calculated first critical Rayleigh number of 1900 predicts a double-celled pattem,

and oscillations begin at Ra = 30,000. The oscillations that were detected, however, were not periodic, as

shown in Figure 5. Even as the Rayleigh number was increased further, this same type of pattern was ob-

,served. We are currently studying this aspect ratio in more detail.
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The results obtained for tin and tin/lead "alloys obtained thus far are listed in Table I and clearly show that the

measured diffusivity for the top depletion arrangement is consistently larger, indicating the presence of convec-

tion in the liquid. Currently, effort is under way to perform similar experiments of a variety of other tin-lead

alloys.

Table 1. Diffusivity measurements.

Xsn

1.0

0.1

Temp. range
(K)

(a) Bottom Depletion 756-1000

(b) Top Depletion 758-1055

(a) Bottom Depletion 772-1076

(b) Top Depletion 767-1028

(a) Bottom Depletion 760-959
0.9

D0=A exp (-B/T)
m2/s

1.69 x 10 -7 exp(-3160/T)

3.75 x 10 -7 exp(-3650/T)

2.08 x 10 -7 exp(-3460/T)

4.84 x 10-7 exp(-4000/T)

1.97 x 10 -8 exp(-2070/T)

3.25 x 10 -7 exp(-4370/T)(b) Top Depletion 787-956
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V. Conclusion

The calibration of the electrochemical measurement sensor has spurred a study of the steady-oscillatory

flow transitions which occur in liquid metals and semiconductors. In this work, the results have been

systematically characterized for a variety of Cartesian aspect ratios. Additionally, important details

about the structure of oscillatory flows are made. Finally, the beginning of the characterization of the

diffusivity of oxygen in liquid tin and tin-lead "alloys have been made, with particular emphasis on the

evidence of convection in these measurements.
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WETTING CHARACTERISTICS OF IMMISCIBLES

J. B. Andrews

Department of Materials and Mechanical Engineering

University of Alabama at Birmingham

INTRODUCTION

Binary immiscible alloys form two ,separated liquids on melting that exist over a temperature and composition

range. Many desirable characteristics and applications have been proposed for these alloys (14). For

example, some immiscible alloys show promise for use in medical applications, including use as filters for sub-

micron particulates. Other alloys are expected to exhibit Type II superconductivity or high coercive magnetic

field strengths. In order to obtain these desirable characteristics, it is necessary to prevent the normal segrega-

tion problems that hinder the ability to form desired microstmctums in immiscible alloy systems.

The most common segregation mechanism in immiscible alloys is gravity-driven sedimentation. This difficulty

usually occurs during normal ground based processing in an attempt to form a dispersed microstmcture.

Microgravity processing should provide a solution to this problem. However, segregation has been observed

in low gravity processed immiscible alloys (5-10), as shown in Figure 1. There are obviously some critically

important, but less studied, factors that influence segregation during microgravity processing. These factors

include the interfaciai energies between the phases ( 11), alloy/ampoule reactions (12), droplet migration due to

gradients in surface tension brought about by temperature and compositional inhomogeneities (10), the relative

volume fractions of the immiscible phases (7), and alloy/ampoule wetting characteristics (7, 12-14).

The wetting characteristics of immiscibles (WCI) project, which flew aboard NASA's fourth United States

Microgravity Payload (USMP-4) mission in November 1997, was designed to provide new and critically

important information on the sequence of events that lead to this massive segregation. In this investigation,

transparent immiscible metal analog samples were used in order to study how the wetting behavior between

the immiscible phases in hypermonotectic .samples and the ampoule influence segregation. During the USMP-

4 mission, the succinonitrile-glycerol (SCN-GLY) alloy system, which has been used by several researchers in

past studies, was selected because the segregation process could be directly observed. This alloy system also

exhibits a reasonable monotectic temperature, as shown in Figure 2. The succinonitrile-water (SCN-H20)

alloy system is also being considered as a possible system for use in future flight investigations.

• •
I • 0

Figure 1. Early experiments carried out to form dispersed structures in immiscible alloy systems often

resulted in massive segregation of the minor phase liquid phase to the container wall.
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I. Background

While, there are several operative segregation mechanisms in microgravity processed immiscible systems, one

of the most important of these mechanisms appears to involve the wetting characteristics between the immis-

cible phases and the ampoule (7, 12-14). When an immiscible (i.e. hypermonotectic) alloy is cooled into the

miscibility gap, droplets of one of the liquid phases will form in the other. One theory postulates that if the

lower volume fraction immiscible phase perfectly wets the ampoule, segregation will occur. Droplets that

touch the ampoule will immediately wet the wall and spread along it. The flow produced in the adjacent liquid

by this spreading action brings additional immiscible liquid droplets to the wall where the process is repeated.

This sequence of events usually results in massive segregation where the low volume fraction immiscible liquid

phase is tbund along the ampoule wall surrounding a core of the high volume fraction phase. Figure 3 sche-

matically depicts this series process.

There is also speculation that nucleation events may be strongly affected when the minor phase perfectly wets

the container wall. For perfect wetting, the surface energy of the system is actually reduced once nucleation

has taken place. This results in no surface energy barrier to heterogeneous nucleation of perfectly wetting

droplets on the ampoule wall. Obviously, heterogeneous nucleation would also result in the minor phase being

found along the ampoule wall.

Another factor that has an influence on the segregation process is the volume fraction of the minor phase.

Alloys in which the minor phase is present at a higher volume fraction may be expected to exhibit more rapid

coalescence, as well as different wetting characteristics than low volume fraction alloys (12). Cairo's analysis

of wetting in immiscible systems indicates perfect wetting is anticipated between one of the immiscible liquid

phases and a solid surface for compositions near the center of the miscibility gap (16). The range over which

this perfect wetting occurs varies with the alloy systems and with the _lid surface.
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Figure 3. One possible sequence of events leading to massive segregation during microgravity solidifi-

cation of immiscible alloys when the minor phase perfectly wets the container wall.
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II. Experimental Approach

In this investigation, it was important that nucleation events, droplet coalescence and droplet migration

all be directly observable. This requirement dictated the use of a transparent analog sample and a

transparent cell assembly of a suitable aspect ratio for experimentation. Samples cells were constructed

from standard 25 nun x 75 mm x I mm microscope slides, separated by a Teflon ® gasket, as shown in

Figure 4. A gasket thickness of0.13 nun was used in order to optimize optical characteristics. Fine

gauge thermocouples (0.002 inches) were embedded in the gasket material on each edge of the cells to

monitor nucleation temperatures and verify the thermal history during processing.

For the USMP-4 mission, twelve sample cells, with compositions varying from 15 wt% GLY to 70 wt%

GLY were utilized. For processing, the sample cells containing the SCN-GLY system were heated to

90°C using a thermal chamber. The cells were held at this temperature for 15 minutes in order for

homogenization to occur. Once homogenized, the cells were removed from the thermal chamber and

placed on a backlit holder for observation using a microscope during cooling. The microscope was

outfitted with a video camera. The camera image was displayed on a lap top computer screen within

the middeck work area and was both recorded and downlinked to the ground to permit real time

observation.

With the SCN-GLY system, as samples on the glycerol-rich side of the miscibility gap cool,

succinonitrile-rich droplets were expected to form. For compositions near the midpoint of the miscibility

gap, perfect wetting was expected to occur resulting in a succinonitrile-rich layer coating the ampoule

gasket and surrounding a core of glycerol-rich liquid. For samples on the succinonitrile-rich side of the

Glass Slides

I

ug

Gas_t

Figure 4. Sample cell assembly

miscibility gap, as the sample cools glycerol-rich droplets were expected to form. The minor glycerol-

rich liquid phase should not wet the ampoule gasket. As a result, a dispersion of glycerol-rich liquid

droplets in a succinonitrile-rich liquid matrix was anticipated.

III. Results from the USMP-4 Mission

In the USMP-4 investigation, twelve sample cells containing the SCN-GLY versus Teflon _'combination

were processed. This combination of alloy system and gasket material resulted in a narrow perfect
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wettingrange.Perfectwettingwasobservedinthe45wt%GLYandthe50wt%GLY,whichrepre-
sentedonlytwooutof thetwelvesamplesprocessed.In addition,oneofthesetwo sampleshad
partiallydegraded,whichnegativelyimpactedthevalidityoftheresults.Also,thefifteenminuteho-
mogenizationtimeutilizedduringthellightappearedtobeinsufficient.Thisdifficultyresultedin the
sequenceof eventsleadingtosegregationandtheformationofafilm oftheminorimmisciblephase
alongthegasketsurfacebeingobservedduringcooling.Afterprocessingandscanningaroundthe
perimeterof thesesamples,extensiveregionsof perfectwettingandsegregationwerefound(17).
Figure5showsstill imagesofselectedsamplesduringprocessing.Figure5(a)showsasamplewitha
dispersedstructure,whileFigure5(b)showsoneofthesampleswereperfectwettingoccurred.Figure
5(c)showsanunanticipatedresult,weretheglycerol-richdropletsmovedawayfromthegasketmate-
rial.

IV. Planned Improvements for the Reflight

Table 1 summarizes the difficulties encountered during the USMP-4 mission and a list of possible

solutions. As mentioned earlier, the SCN-GLY system versus the Teflon '_gasket combination used in

the USMP-4 mission exhibited a short composition range over which perfect wetting was observed.

Using an immiscible system/gasket combination with a wider perfect wetting range can significantly

increase the likelihood of observing segregation events. This approach is proposed for the WCI reflight.

The desired extended perfect wetting range can be accomplished by using a different gasket material

(i.e. Lexan '_) with the SCN-GLY system or by using a different transparent monotectic system alto-

gether.

(a) go) (c)

Figure 5. Images obtained from USMP-4 sample processing. (a) Dispersion formation observed in a

SCN-GLY sample with a GLY content less than the critical. (b) Perfect wetting observed in a portion

ofa SCN-GLY sample with a GLY content above the critical. (c) Region adjacent to gasket surface

free of glycerol-rich droplets, observed in the lowest wt% GLY sample processed.

While extensive experimentation has been carried out with the SCN-GLY 'alloy system, samples in this

system have a shelf life at room temperature that can be as short as ten days. Degradation occurs due

to polymerization of the glycerol by the succinonitrile and is highly temperature dependent. Attempts to
use an inhibitor to slow the reaction have been unsuccessful to date. However, the shelf life can be

extended to well over a month through storage at 4°C or below. If the SCN-GLY system is used with a

new gasket material on the future reflight, then samples will either have to be processed promptly or

kept cool prior to processing.

Another alternative is to use a different transparent immiscible system such as succinonitrile and water

where degradation is not an issue. The larger perfect wetting range anticipated for this system over the
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Table1.ChallengesidentifiedduringUSMP-4andpossiblesolutions.

Challenges

The narrow perfect wetting range

for SCN-GLY vs. Teflon ®

combination allowed investigation

of wetting driven segregation

processes in only two samples.

Sample degradation resulted in

loss of data for several sample

compositions. (Cabin tempera-

ture was higher than anticipated.)

Segregation processes during

perfect wetting occurred
outside the field of view for the

two pertinent samples due to

incomplete homogenization.

Possible Solutions

Approach A

Increase perfect wetting

range by using a different

gasket material with the

SCN-GLY system.

Keep samples cooled to 4°C

(or less) until needed. Shelf

life at 23 °(7 ~ 10 days.

Extend homogenization times

to more than 15 minute.

(Homogenization time limited

by degradation.)

Approach B

Change to the SCN-

H_O system to increase

perfect wetting range.

Switch to a non-degrading

system such as SCN-H20

where low temperature

storage is not necessary.

Can easily use longer homo-

genization times since not

limited by degradation.

SCN-GLY system would also provide more opportunities to study segregation processes under perfect

wetting conditions. Another benefit is that extended homogenization times can be utilized without fear of

degradation. Special surface treatment of the glass cell surfaces may be necessary with this system to

ensure that wetting occurs preferentially on the cell gasket instead of the glass cell walls.
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COUPLED GROWTH IN HYPERMONOTECTICS
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INTRODUCTION

The overall objective of this project is to obtain a fundamental understanding of the physics

controlling solidification processes in immiscible alloy systems. The investigation involves both

experimentation and the development of a model describing solidification in monotectic systems.

The experimental segment was designed to first demonstrate that it is possible to obtain interface

stability and steady state coupled growth in hypermonotectic alloys through microgravity pro-

cessing. Microgravity results obtained to date have verified this possibility (1). Future flights will

permit experimental determination of the limits of interface stability and the influence of alloy

composition and growth rate on microstructure. The objectives of the modeling segment of the

investigation include prediction of the limits of interface stability, modeling of convective flow

due to residual acceleration, and the influence of surface tension driven flows at the solidification

interface (2).

The study of solidification processes in immiscible alloy systems is hindered by the inherent

convective flow that occurs on Earth and by the possibility of sedimentation of the higher density

immiscible liquid phase. It has been shown that processing using a high thermal gradient and a

low growth rate can lead to a stable macroscopically planar growth front even in hypermonotectic alloys

(1,3). Processing under these growth conditions can avoid constitutional supercooling and prevent the

formation of the minor immiscible liquid phase in advance of the solidification front. However, the solute

depleted boundary layer that forms in advance of the solidification front is almost always less dense than

the liquid away from the solidification front. As a result, convective instability is expected. Ground

based testing has indicated that convection is a major problem in these alloy systems and leads to gross

compositional variations along the sample and difficulties maintaining interface stability (4). Sustained

low gravity processing conditions are necessary in order to minimize these problems and obtain solidifi-

cation conditions which approach steady state.

The first phase of the coupled growth in hypermonotectics (CGH) experiment flew aboard the Life and

Microgravity Spacelab (LMS) mission during the summer of 1996. Processing conditions were con-

trolled in an attempt to force the production of an aligned fibrous phase in the microstructure of pro-

cessed samples. The Advanced Gradient Heating Facility (AGHF) was used to directionally solidify the

immiscible alloys. Alloys in the aluminum-indium system were studied and specialized aluminum nitride

ampoules were used in order to accommodate solidification shrinkage and to control thermal end effects

(5). Three alloy compositions were processed during the LMS mission in order to permit comparison
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Figure 1. Phase diagram for the aluminum-indium "alloy system (6).

with the model over a composition range. Two ground based control samples were subsequently

processed under conditions identical to those of two of the flight samples in order to allow a direct

comparison of the results.

I. Background

Two-liquid immiscibility is usually associated with monotectic alloy systems. A phase diagram

tbr the aluminum-indium alloy system being used in this investigation is shown in Figure 1(6).

The monotectic three-phase reaction occurs at a well defined temperature in a binary alloy and involves

the decomposition of one liquid phase to form a solid and another liquid phase, (LI --> S{ + L2).

The monotectic reaction (L 1---)S I + L2) is quite similar to the eutectic reaction (L ---)S 1 + $2) that

occurs in many alloy systems. In a eutectic-type system, fibrous composite structures can be formed

during directional solidification as a result of the unmixing of the liquid phase to form the two product

phases. In this reaction, the solute rejected during the formation of one of the product phases is con-

sumed in the formation of the other. This "coupled growth process" is also possible in monotectic alloy

systems.

It is well known that offeutectic composition alloys can be directionally solidified to produce fibrous

microstructures (7,8). The physics controlling growth in monotectic systems are similar, implying off-

monotectic growth should also be possible. However, there has been some controversy whether off-

monotectic alloys, especially those with solute contents higher than the monotectic (i.e. hypermonotectic
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alloys),canbedirectionallysolidifiedunderconditionswhichwouldleadtoastablecoupledgrowth
processandthedevelopmentof afibrousmicrostructure.

Interface Instability

Assuming steady state coupled growth can be maintained in an off-monotectic alloy, a solute depleted

boundary layer should develop ahead of the solidification front. The composition variation with position

in the liquid results in a variation in the temperature at which the miscibility gap would be entered. If the

thermal gradient in the sample is insufficient to keep the local temperature above the local miscibility gap

temperature, the second phase immiscible liquid can form droplets in advance of the solidification front.

Using a simple constitutional supercooling analysis (9),the conditions that must be met in order to avoid

this interface instability are given by the relationship

GL> mL_,_'C'._ (1)
V D L

where G Lis the temperature gradient in the liquid, V is the solidification front velocity, ml.is the slope of

the (LI + L9 two-phase boundary, Cois the alloy composition, C Mis the monotectic composition, and

Dt_is the diffusivity of solute in the liquid.

II. Convective Instability

While the use of a high thermal gradient to growth rate ratio should make it possible to achieve

steady state coupled growth during directional solidification, the solute depleted boundary layer that

forms can give rise to undesirable fluid flow in the melt. In almost every known immiscible alloy system,

the solute depleted boundary layer in advance of the solidification front will have a lower density than

the liquid above it. This density variation can lead to convective flows which cause difficulties during

solidification. In most cases the resulting convective flow can produce compositional variations that are

sufficient to prevent coupled growth over a substantial portion of the sample (4,10). Analysis implies

that the only way to reduce convective flows to the level required for this study is to carry out directional

solidification under microgravity conditions.

III. Results and Discussion

As a first step in this investigation three alloy compositions in the aluminum-indium immiscible

system were directionally solidified during the LMS mission. These samples consisted of a

monotectic composition sample (17.3wt%In) and two hypermonotectic composition samples

(18.5wt%In and 19.7wt%In). The Advanced Gradient Heating Facility (AGHF) was used to

directionally solidify these samples at a furnace translation rate of 1.0 _tm/s. Shortly after starting direc-

tional solidification of the 18.5wt%In hypermonotectic sample, all telemetry from the AGHF was lost.

Since the AGHF does not have the capability to record data, there is no solidification rate or thermal

gradient information available for this sample. The thermal gradients obtained in the other two samples

were considerably lower than anticipated. Gradients measured from the thermocouples attached to the

aluminum nitride (ALN) ampoules were as low as 67°C/cm for the flight samples which should be

compared to values of 80 to 85°C/cm for samples processed in the presumably identical engineering

model of the AGHE Due at least partially to these lower thermal gradients, interface stability was not

obtained in the highest composition hypermonotectic alloy (19.7wt%In).
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Void Formation

Radiographic analysis revealed the presence of several voids in the flight samples and one of the ground

based samples (11 ). A great deal of care was used in the preparation of the alloys and ampoule assem-

blies in order to minimize the presence of any free surfaces or voids in the samples during processing. In

order to avoid free surfaces generated due to contraction of the sample during solidification, a piston

and high temperature carbon spring were utilized to compensate for the volume changes. In an attempt

to minimize any residual gasses which could have led to bubble formation, the alloys were vacuum

induction melted. In addition, the ampoule components were all vacuum degassed at 1250°C for more

than 6 hours. Finally, samples were loaded into the ampoules and sealed under a vacuum of at least I x
10 -4 Ton'.

An exhaustive analysis indicates these voids apparently occurred due to leakage of gas past the

seal at the bottom of the ampoule (12). Each ampoule had passed helium leak testing after assembly.

However, post flight testing using a more direct technique revealed measurable helium leak rates past the

seals in the ampoules that contained voids. It appears that changes in the integrity of the seal occurred

during subsequent handling or processing.

IV. Microstructural Differences Between Flight and Ground Samples

While the presence of voids was obviously undesirable, void-free regions of significant size were

present in all samples and permitted a meaningful metallographic analysis. Analysis of the

18.5wt%In flight sample revealed a totally different variation in microstructure with position

than that observed on Earth. In this sample, the first to freeze region almost immediately began

to form a fibrous structure, as shown in Figure 2. This finding is consistent with that predicted

for substantially reduced mixing in the liquid. As solidification progressed the microstructure

remained totally fibrous with the exception of a few irregular indium particles at a location 13

mm from first to solidify. The formation of these indium particles coincided with the interface

passing two voids along the edge of the sample.

At a location 26 mm from the first to freeze end of the 18.5wt%In sample, the microstructure

suddenly changed from completely fibrous to dispersed. Unfortunately, data on sample tempera-

tures, growth rates and thermal gradients were lost for this sample due to the loss of telemetry

from the furnace facility. As a result, details on the processing condition variations that may

have caused this change are unavailable.

Microstructural Differences Between Flight Samples

Interface stability was not obtained in the highest indium content (19.7wt%In) flight sample, resulting in a

microstructure that was only partially fibrous. This finding was anticipated due to the low thermal

gradients obtained. However, almost totally fibrous structures were obtained over significant lengths of

both the 18.5wt%In hypermonotectic sample and the 17.3wt%In monotectic sample. This result

permitted a comparison between flight samples of two different compositions to determine how the

changes in volume fraction of the L 2 phase were accommodated by the microstructure.

Quantitative stereological analysis was carried out using an automated image analysis system interfaced

directly to a scanning electron microscope. The system was set up to make measurements over both an

entire frame, which might include grain boundaries, and in selected areas which only included the aligned

circular cross-section rods within a grain. The parameters measured included the volume fraction of the
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Figure2.Scanningelectronmicrographofafibrousgrowthregioninadirection'allysolidified
18.5wt%Inimmisciblealloy.

rodswithinagrainandtheoverallvolumefractionoftheindium-richphaseinthemicrostructure.In
addition,theimageanalysissystempermittedautomateddeterminationof theareasofindividualsecond
phaseparticles.Thisinformationwasusedtodeterminetheareaof eachof the"circular"rodswithina
grainandthentocalculatethediameterofeachrod.Theresultswerethenaveragedandthe95%
confidenceintervaldetermined.Forthesameplacements,thenumberof "circular"rodsperunitarea,
NA,withinagrainwasdeterminedinordertopermitacomparisonof changesin rodspacing.The
resultsaretabulatedinTable1.Therangesshownrepresentthe95%confidencelimits.

It isapparentfromTableI thatwhenconsideringonlythealignedcircularrodregionswithingrains(i.e.
nolenticularrodsordenudedzonesatthegrainboundaries)themonotecticalloy containsarodVvof

Table1.QuantitativeStereologicalAnalysisResultsforTwoFlightSamples.

Sample V v of rods Diameter of rods N A of rods V v of rods

Composition within grains within grains within grains overall

(wt % In) (%) Oun) (number/mn_) (%)

17.3 8.24+0.263 8.92+0.072 1224.6_+63 8.04+0.241

18.5 9.52 + 0.261 9.06 + 0.103 1352.9 -+ 107 9.82 + 0.229

•+values represent 95 % confidence limits.

i
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Figure 3. Proposed piston design currently under evaluation.
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8.24%comparedto9.52%forthehypermonotecticalloy.Thisinformationcanbetakenasfurther
verificationthatinterfacestabilitywasobtainedinthehypermonotecticalloy.(Overallvolumefractions,
i.e. not selected areas, were 8.04% vs. 9.82%).

V. Planned Improvement

Unfortunately, difficulties with void formation, loss of data telemetry, and low thermal gradients resulted

in a limited extent of aligned fibrous microstructure in all of these samples. As a result, comparisons

between fibrous regions were only possible for two of the flight samples and only along restricted

regions within each of these samples. It is anticipated that improvements in furnace performance and

ampoule design will permit the development of an aligned fibrous structure along the entire length of

flight processed samples. Ampoule assembly design changes being evaluated involve modification of the

piston design and possible changes in the seal material. Work is underway to identify a low melting

point glass that could be used to seal the A1N ampoules. Both a low flow temperature (approximately

600°C) and a thermal expansion match with AIN are required. The use of a reactive braze is also being

considered for the hermetic seal. A new piston design is under evaluation that contains multiple grooves

intended to impede the movement of aluminum to the spring area due to capillary forces. (See Figure

3.) The above improvements should make it possible to obtain information over a range of solidification

rates as well as over a much larger composition range.

VI. Summary

To summarize the findings to date, three immiscible aluminum-indium samples were directionally solidi-

fied during the LMS mission. Most of the samples contained voids that may have been sufficient in size

to modify solidification parameters locally during processing. Compositional results obtained from the

initial portion of a hypermonotectic (18.5wt%In) flight sample provide evidence that steady state growth

conditions were achieved in this alloy through microgravity processing.

Microstructural analysis of the highest composition (19.7wt%In) hypermonotectic alloy revealed

that interface stability was not obtained for the thermal gradient and growth rates utilized during

processing. Interface stability was obtained for the initial 2.6 cm of growth in the 18.5wt%In

hypermonotectic alloy. Microstructural comparisons between the monotectic alloy (17.3wt%In)

and the 18.5wt%In hypermonotectic alloy confirm an increase in the volume fraction of the aligned

fibrous phase. This volume fraction increase was obtained in the structure primarily by an increase in the

number of rods per unit area and not by a change in rod diameter.

VII. Acknowledgments

The authors wish to thank the National Aeronautics and Space Administration for financial support of

this effort through contract NAS8-99059.

REFERENCES

1. J.B. Andrews, L.J. Hayes, Y. Arikawa and S.R. Coriell, "Microgravity Solidification of Al-In

Alloys", Solid(fication and Gravity 2000, Proceedings of the Third hlternational Conference,

Miskolc, Hungary, April 25 -29, 1999, Transtec Publications, pp. 247-257, 1999.

2. S. R. Coriell, W. E Mitchell, B.T. Murray, J.B. Andrews and Y. Arikawa, "Analysis of

Monotectic Growth: Infinite Diffusion in L 2- Phase," J. Crystal Growth 179,647-657 (1997).

50



3. R.A. Merrick and J.B. Andrews, "Direct Observation of Solidification Processes in Immiscible

Systems", Proceedings, Experimental Methods.f?)r Microgravity Materials Science Research.

4"' hzternational Symposium, San Diego, CA., March, 1992, pp. 7-16, 1992.

4. L.J. Hayes and J.B. Andrews, "Influence of Convection on Aligned Composite Growth in

Hypermonotectic Alloys", Proceedhlgs of the I U' blternational Symposium on Experhnental

Methods.for MicrograviO" Materials Science, A CD-ROM Publication by ASM, 1999.

5. J.B. Andrews, J.S. O'Dell, A.B. Cheney,Y. Arikawa and L.J. Hayes, "Ampoule Design and

Testing for Microgravity Experimentation on Coupled Growth in Hypermonotectics," Proceedings

of the 8 'j' b_ternational Conference on Experimental Methods for Microgravi O, Materials

Science, a publication of the Minerals, Metals and Materials Society, R. S. Schiffman editor, 1996.

6. T.B. Massalski, Binao, Alloy Phase Diagrams, edited by W. W. Scott, Materials Park, OH, ASM

International, 1990, pp. 162.

7. F.R. Mollard and M.C. Flemings, "Growth of Composites from the Melt - Part I," Transac-

tions of the Metallurgical Society of AIME, Vol. 239, 1967a, pp. 1526-1533.

8. ER. Mollard and Flemings "Growth of Composites from the Melt - Part II," Transactions of the

Metallurgical SocieO, ofAIME, Vol. 239, 1967b, pp. 1534-15-46.

9. W. Tiller, K.A. Jackson, J.W. Rutter, and B. Chalmers, "The Redistribution of Solute Atoms

During the Solidification of Metals," Acta Metall 1 50-65 (1953).

10. L.J. Hayes and J.B. Andrews, "The Influence of Convection on Composition and Morphol-

ogy of Directionally Solidified Hypermonotectic Alloys," Proceedings of the 7'h bzterna-

tional Conference on Experimental Methods for Microgravity Materials Science, a publication

of the Minerals, Metals and Materials Society, R. S. Schiffman editor, 1995, pp. 87-92.

11. J.B. Andrews, L.J. Hayes, Y. Arikawa and S.R. Corriell, "Directional Solidification of Immiscible

Al-In Alloys Under Microgravity Conditions," Proceedings of the 10 'hbzternational Symposium

on E._perimental Methods for MicrograviO_ Materials Science, a CD-ROM Publication by

TMS, 1998.

12. J.B. Andrews, L.J. Hayes, and D. Downs, "The Source of Voids in Al-In Samples Processed

during the LMS Mission", Proceedings of the 12 'h International Symposium on Experimental

Methods for MicrograviO, Materials Science, in press.

51



FOAMING OF THERMOPLASTIC POLYMERS

IN A DYNAMIC DECOMPRESSION AND COOLING PROCESS
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ABSTRACT

Solutions of polymers in blowing liquids are decompressed into foams in a dynamic decompres-

sion and cooling (DDC) process. Adjustment of material and process conditions has allowed

structure and properties of resultant foams to be varied substantially. The cellular structures of

the foams are open or closed, with mean densities in the range from a low to medium level. The

foamed polymers have micromorphologies of oriented fibers and fiber-networks, which tend to

strengthen the materials. It is expected that in microgravity, DDC foaming will be able to pro-

duce uniform solutions of polymer/solid, resulting in foamed composites.

I. Introduction

Polymeric foams can be produced by a number of technologies (1). Among them, the expansion

process is the most widely used technique wherein gas bubbles nucleate and expand either by

decompression or heating of the system that contains polymers and blowing agents. Its foaming

mechanism generally involves the pressure difference between the inside of the cell and the

surrounding medium. In a 1932 patent (2), Munters and Tandberg first proposed a polymer

foaming process that utilizes the expansion technique. The inventors produced polystyrene (PS)

foams using a gaseous foaming agent. Subsequently in 1950, Mclntire of the Dow Co. (3) modi-

fied this batch technique into a continuous process. Rubens et al., (4) in 1962, also from the Dow Co.,

proposed another notable process for producing polyethylene (PE) foams, which employs 1,2-

dichlorotetrafluoethane as a blowing gas. Simultaneously, in the 1960s, Blades and White of the DuPont

Co. patented a different technique that employs liquids as a blowing agent (5,6). Here, homogeneous

mixtures of polymer/poor solvents are decompressed through a shaping die into a closed-cellular body.

A DDC process was proposed in 1995 by Apfel that was directed at creating bulk, open-cell

foams of glassy metals by using an immiscible pair of melt and blowing liquid (7). This tech-

nique in polymer foaming involves heating and mixing materials under pressure in the presence

of a volatile phase. Non condensable gas super-pressurizes the mixture. Homogeneous solutions

thus formed are rapidly decompressed either by opening a release valve, where foaming occurs

inside a pressure vessel, or by discharging the mixtures into the atmosphere. A sudden pressure

quench triggered by this procedure causes the liquid phase to be vaporized, expanding and cooling the

melt by taking the latent heat of vaporization from it. We have processed semicrystalline polymers of

polybutylene terephthalate (PBT) with an intrinsic viscosity of 0.66 dC/g, and low- and high-density
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polyethylenes(LDPE,HDPE)thathavedifferentmeltindices(MI,g/10min).Resultantfoamsare
variouslycharacterized.

II. Morphology of DDC Foams

The DDC foaming that comprised the material inside the vessel produced both open cell foams

of PBT and PE foams of a mixed cell structure having open and closed cells. The cells had sizes

varying from 50 to 1000 pm in diameter (Figure 1). The mixed cell foams showed structural

variations. In the skin parts, more cells were open; however, in the core parts, more cells were

closed. The bubbles tended to better stabilize with decreasing MI, presumably due to increased

resistance to thinning of cell walls and to retardation of melt drainage from the membranes. On

the other hand, the foaming by discharging the melts out of the vessel generated closed cells that

had a mean size of ca. 500 _m. The closed cells were quite uniform in size but slightly collapsed. SEM

micrographs also revealed that the inside closed cell wall had various micromorphologies of granules,

sheets, and fibers, with the wall strut that included crystalline lamellae having a thickness of a few
microns.

In the DDC process, gas bubbles nucleate and grow by the non-condensable gas or the volatile

solvent phase, developing stress at the cell wall of the polymer to expand the bubbles. The cell

membrane will fail if this stress exceeds the modulus of the material. In general, LDPE, as

(a) LDPE with MI=2.3 (b) LDPE with MI=0.22 (c) HDPE with MI=0.5

Figure 1. SEM micrographs of the DDC foams: (a)(b): The skin parts of the LDPE foams with 9f= 100

kg/cm 3, (c) HDPE foam pf = 10 kg/cm 3.

compared to HDPE, exhibits high degrees of strain-induced hardening due to its molecular mechanisms,

which imparts to the polymer a better stability in film blowing and which should help stabilize bubbles in

DDC foaming as well. The open cell structure occurring at high MI, therefore, may involve the slow

hardening process associated with cooling and crystallization of the melts during foaming inside the

vessel. A mixed cell structure would be a result of partial rupture of cell membranes. The formation of

this structure in the DDC process could be related to nonuniform stresses over the material in a confined

space. Parameters such as localized liquid/liquid phase separation and varying rates of nucleation and

growth for individual bubbles could also be responsible. Bubbles nucleated in the later stage due to

transient time lag or due to different mechanisms of nucleation or bubbles grown slowly due to fluctua-

tion of the temperature may remain closed without cell failure. It seems thus that the closed cells may

result from the characteristics of the foaming process that created a rapid cooling of the melt and a

uniform distribution of the stress.
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Figure 2. Mean densities (pf) of the LDPE foams with MI=2.3 with process conditions; (a) Mixed cell

foams at T d = 110°C and rd = 2.3 MPa/s, (b) Closed cell foams at T d = 145°C, (c) Mixed cell foams

at T d = 110°C, Pd = 3.45 MPa and T d = 110°C.

III. Mean Density of Foams

The mixed cell foams exhibited mean densities that fluctuated considerably depending on the position of

the specimen. The skin and upper parts of the foams had higher densities than the core and bottom

parts. This local fluctuation of the densities stems from the variations of cellular structure. At high de-

compression rates (rd) above 1.5 MPa/s, the mean densities decreased with increases in the decom-

pression pressure (Pd) and temperature (Td), but the changes were marginal (Figure 2). At constant Pd

and T d, however, the mean foam densities increased considerably from 90 to 160 kg/m 3 with decreases

in rd. It seems that a retarded decompression suppresses the explosive evaporation of the volatile

phase; the gaseous molecules may readily escape from the melt at relatively high temperatures, without

causing a large degree of expansion.

PBT (lO0)o_ Plane PBT (Ol0)ot Plane LDPE ( 11O) Plane

Figure 3. WAXS pole figures of open cell PBT foams and closed cell HDPE foams that were

produced by DDC foaming.

The closed cell foams were uniform in shape, with the low range of mean densities, below 10.0 kg/m 3,

which tended to decrease with increases in Pd" As the solutions were discharged into the atmosphere,

the resulting foams experienced free expansion. However, at higher Pd, a sudden expansion developed

large foam cells that subsequently collapsed, yielding a tendency to increase the mean density. The

cooling rate of the melt seemed not high enough to stabilize the cells as the polymer, having a poor heat

conductivity, went through a rapid expansion process. The foam densities tended to increase with

increases in the polymer concentration.
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IV. Crystalline Structure

Because the SEM micrographs revealed oriented crystals, the DDC foams were characterized further

by the wide angle X-ray scattering (WAXS) technique. In the open cell foams of PBT, the ( 100)o¢ poles

concentrated in the normal direction (ND) with spread in ND-HD plane while the (010)or poles focused

primarily on hoop direction (HD) (Figure 3), which implies the presence of anisotropic texture in the

specimen. However, though the closed cell foams of the LDPE and HDPE exhibited distinct Debye

(110) and (200) rings in WAXS film photographs, distributions of their intensities were found largely

isotropic along the azimuth. The (110) pole figure also held the same tendency. The pole densities varied

marginally along the equator and azimuth.

Using the Wilchinsky's generalized orientation mode (8), the crystalline orientation factolffi.j B) were

computed through (9):
2x 2rr

J"J Ihkl (_),,Xl) c°s:0, sing, dCp,dz,
cos2,_` = o o (1)

vj 2_ 2x

.f _ Ihkl (_l,Xi) sinOi dOtdxi
oo

"_ 2 (2a)
(fBD,;).J = 2COS"_FD, j + COS qbHD.j- 1

2cosZ0HD,j "_ (2b)(fdD,j;) = + COS_OFD.j - 1

where, cos2qb, is the second moments of the orientation distribution; Ihu(qbt,Z0 is the diffracted intensity
• j

distribution in the pole figures; q_.jis the angle between the sample direction i and the crystallographic axis
...... B

j; and FD is the flow dwectlon. As expected, the closed cell foams exhibited (fi_j) close to zero, suggestmg
that the overall texture resembles isotropy. Seemingly this texture is responsible for the alignment of

scattering units along the circumferential direction of the cell wall, as was observed in SEM micrographs.
..... B <In contrast, the open cells of the PBT foams comprised a mild level of the chain onentauon, (f; ;) _ 0.3,

where the (f B.) was higher than the(f _.) The c-axis was found oriented more along the FI)'Jthan the
FD,J HD,J

HD and the a-axis, which is normal to the plane of the phenyl ring on the chain backbone, tended to align

along the ND. It appears that with DDC foaming, the PBT chains in the open cell structures tend to orient

in the FD with the phenyl rings aligning roughly parallel to the foam surface. The strong FD orientation is

probably due to the flow character of the evaporating solvent phase in a container.

V. Mechanical Properties

The mechanical properties of semicrystalline polymer foams are related in a complex manner to the

cellular morphologies of the foam and to the properties of the polymer matrix. Included in the former are

foam density, cell structure and shape, and cell size and its distributions, while the latter comprise

molecular interactions, crystalline morphology and state of molecular orientation. At comparable levels

of densities, foams with higher fractions and smaller size of closed cells are found to exhibit higher

modulus and strength in tensile and compressive testing. Increasing density, on the other hand, strength-

ens foamed polymers (10).

These previous f'mdings are consistent with the results of the DDC foams (Figure 4). HDPE foams

revealed higher tensile strengths because of their high crystallinity. The tensile strengths were appreciably

high which tended to increase with increasing polymer concentration. However, variations in strength-to-

weight ratio were marginal. These mechanical behaviors may reflect as well the state of the chain

orientation present in the foams. The tensile drawing of oriented polymers tends to bend and stretch the
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covalent bonds of the molecules, resulting in a high Young's modulus and strength. In unoriented poly-

mers, however, the deformation may increasingly involve the breakage ofintermolecular forces, which

imp',u'ts to the samples an inferior modulus and strength.
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Figure 4. Tensile properties at maximum of the DDC closed cell foams along the FD.

VI. Conclusions

The DDC process has produced polymer foarrts of open and closed cell structures, hierarchical or uniform,

with densities ranging from a low to medium level. The polymer phase contains the morphologies of oriented

fibers and network-like structures, which tend to strengthen foamed products. Lightweight, DDC-foamed

materials, which possess enhanced strength-to-weight ratios, will be likely fabricated in a continuous manner.

However, during foaming the solutions containing species that reveal a large difference in dertsity tend to phase

segregate, greatly narrowing the parameter space of the DDC process.

The microgravity environment can aid in providing idealized conditions for the foaming. In particular, phase

separation as well as layering and stratification effects are minimized so that uniform initial states can be

achieved prior to decompre_ion. Also, non-uniform heating produces convective effects which are absent in

zero-g, allowing lbr the study of transient processes and resulting foams, which should be isotropic. These

considerations are especially important when processing polymer blends and polymer/metal composites

intended for high temperature applications. Therefore, DDC foaming in microgravity will serve not only the

understanding of the underlying mechanisms of rapidiy decompressed solid foams, but also may provide a

new approach for producing structural materials to be used in space.
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TERRESTRIAL MEASUREMENTS OF DIFFUSIVITIES IN REFRACTORY MELTS BY

PULSED MELTING OF THIN FILMS
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ABSTRACT

Laterally homogeneous pulsed melting of thin films is being investigated as a way to eliminate

convection and thereby determine diffusivities in refractory melts under terrestrial conditions,

providing comparison data for microgravity measurements. The silicon liquid self-diffusivity

was determined by pulsed laser melting of 3°Si+ ion implanted silicon-on-insulator thin films.

The broadening of nearly Gaussian solute concentration-depth profiles was determined ex situ using

Secondary Ion Mass Spectrometry. Melt depth versus time and total melt duration were monitored by

time-resolved lateral electrical conductance and optical reflectance measurements. One-dimensional

diffusion simulations were utilized to match the final 3°Si+ experimental concentration spatial profile given

the initial concentration profile and the temporal melt-depth profile. The silicon liquid self-diffusivity at

the melting point is (4.0 + 0.5) x 104 cm2/s. Calculations of buoyancy and Marangoni convection

indicate that convective contamination is unlikely.

I. Introduction

Atomic transport properties of refractory melts such as Si and Ti are important from both a

technological and fundamental perspective. We are studying both in the laboratory; here we

focus on our results for liquid Si. The ubiquitous use of silicon in the semiconductor industry

requires many processing steps, some of which involve liquid phase transport, including

Czochralski and float-zone crystal growth, as well as pulsed laser-induced thin film crystalliza-

tion 12. More accurate knowledge of the liquid diffusivity may therefore help in process modeling

and control. From a fundamental standpoint, atomistic simulations of silicon systems are com-

mon, but there is a paucity of liquid-phase experimental data, the comparison to which provides a

critical test of interaction Hamiltonians and methodology. There are currently many reports of

the simulated liquid self diffusivity which are compared only to experimental solute diffusivities

due to the absence of an experimental value for the self diffusivity.

Liquid diffusivity is a particularly challenging property to measure accurately. Two potentially

serious problems associated with liquid diffusivity measurements are convective contamination

and container wall interactions 3. The elevated melting point (Tin) and high reactivity of Si exacerbate

both of these problems. Convective contamination generally occurs when there is a temperature gradient

in the liquid, creating instabilities that lead to the formation of convective currents.

The likelihood of convection is increased at high temperatures and extended times. Although it is ex-

ceedingly difficult to eliminate completely convective contamination in terrestrial diffusion measurements,

these effects are reduced by fine capillaries that make it difficult to establish convection currents. Al-

though container wall interactions have been ruled out in some diffusion experiments with low T m
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materials4,thegeneralconcernthatfinecapillariescanintroduceproblemswithwall interactionsis
appropriatewhenworkingwithreactivematerialsathightemperatures.

Liquiddiffusivitymeasurementsmadebypulsedlasermeltingcanminimizesomeofthedifficultiesin
makingaccuratediffusionmeasurements.Thethinfilm geometryandshortmeltdurationmakeit virtually
impossibletoestablishconvectioncurrents.Theplanargeometrypermitsaccuratemeasurementofthe
sub-microndiffusiondistancesresultingfromtheshortmeltduration,usingtechniquessuchasRuther-
lordbackscatteringspectrometryorsecondaryionmassspectrometry(SIMS).Becausethemelted
materialsarecontainedbyasolidof thesamecomposition,containerwall interactionsareminimized.
Difficultiesinherentin thismethodaretheaccuratemeasurementofthemelt-depthvs.timeprofileand
theliquidtemperature.Theagreementbetweentime-resolvedreflectivitymeasurements(TRR),SIMS
concentration-depthprofiles,andheat-flowsimulationscanminimizeuncertaintiesinbothof these
quantities.

Althoughtherehavebeennoreportsofselfdiffusionin liquidSi,therehavebeenmeasurementsof
solutediffusivityinsiliconandalsomoleculardynamicssimulationsof self-diffusion.Thechemical
similarityofsiliconandgermaniumshouldleadtocomparablemagnitudesforsiliconliquidself-diffusivity
andgermaniumsolutediffusivityinliquidSi.A Gesolutediffusivityof 2.5x 10-4cm2/shasbeendeter-
minedinstudiesofsolutepartitioning5duringrapidsolidification,inwhichthesoluteliquiddiffusivityisa
fittingparameterin theanalysis.Moleculardynamicssimulationsyieldsiliconself-diffusivitiesatTminthe
rangeof0.6- 2.0x 10-4cm2/s(TableI).SimulationsusingtheclassicaiStillinger-Weberpotentialhave
foundaweaklyactivatedArrhenius-typetemperaturedependenceofthesiliconliquidself-diffusivity_,_2.

This dependence can be equally well described by a linear temperature dependence over the entire

simulated temperature range ( 1600-1900 K).

Table 1. Molecular Dynamics Simulations

Method

ab blitio pseudopotentials

"n t-bindin 
Stillinger-Weber

Si liquid self-diffusivity ( 10 .4cm2/s)

1.9 41800 K)", 2.3 (1800 K) b

1.1 (1740 K) ¢, 1.3 (1780 K) d, 1.7 (1780 K) e

0.64 (1700 K) f, 0.65 (1683 K)L 0.69 (1691 K) h

a. Ref.6 b. Ref. 7 c. Ref. 8 d. Ref. 9

e. Ref. 10 f.Ref. 11 g. Ref. 12 h. Refl3

H. Experimental

The silicon-on-insulator (SOl) samples were fabricated by sequential low-pressure chemical vapor deposition

(LPCVD) of both SiO,, and Si films onto (001) Si wafers. Ion implantation of3°Si ÷at 100 keV to a dose of 4

x 1016 cm 2 produced a30Si+ peak 6 at% above the natural background of 3.1 at% at a depth of 150 nm.

The samples were irradiated by a pulsed XeC1 ÷excimer laser beam (308 nm, 25 ns FWHM; -50 ns total

duration). The specimens were melted from I to 5 times using a nominal fluence of 0.75 J/cm 2, which typically

produced a melt duration of 155 ns and a melt depth of 180 nm. The 30Si+depth profiles were determined by

SIMS. The 3°Si* concentration calibration was made using the ratio of the 3°Si÷ :28Si+ ion yield.

III. Data Analysis

The top portion of the silicon film was amorphous after 30Si+ ion implantation. The initial low-fluence

shot resulted in explosive crystallization 14 mediated by a very short-lived melt, yielding a slight change in
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the3°Si+concentrationuponcrystallization(Figure1).This"crystallized"profilewastheinitialconcentra-
tionprofileusedinalldiffusionsimulations.One-dimensionalheat-flowcalculations15,16usingsilicon
thermophysicalproperties17wereusedtosimulatethelasermeltprofiles.Duringresolidification,the
TCMmeltprofilesagreedwellwithsimulatedmeltprofilescalculatedfor thesamelaserfluence.The
fluencesusedin themeltprofilecalculationwereselectedbymatchingthemeltdurationsmeasuredby
TRR.Thesimulatedfluencewas0.01to0.02J/cm2lessthantheexperimentalfluence,mostlikely
resultingfromvariationsinthesamplesurfacereflectivityfromtheliteraturevalue.
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Figure 1. Concentration depth profiles of 3°Si÷ from SIMS, showing as implanted profile and the

changes after a low fluence shot (0.30 J/cm 2) for crystallization and a higher fluence shot (0.75 J/cm 2)

typical of those used for the diffusion calculations. The crystallized profile was used as the initial condi-
tion for the diffusion calculations.

The simulated silicon melt depth vs. time profile and initial solute concentration-depth profile (after

crystallization) were used in solving the one-dimensional diffusion equation 18to obtain the final solute

concentration profile. For each sample, the simulated fluence was varied from 0.74 to 0.76 J/cm 2 and

the diffusivity was varied from 2 x 10-4 to 6 x 10-4 cm2/s to minimize chi-squared between the final

calculated diffusion profile and the final measured 30Si+ profile. The slight fluence adjustment was needed

to match the melt depths observed in the SIMS profiles. To account for the spatial energy variation of

the laser beam, reported diffusion profiles were a Gaussian-weighted average of a suite of diffusion

profiles calculated at the best-fit fluence + 3% (the measured spatial variation of the laser beam).

IV. Results and Discussion

The average and standard error of the four measurements reported in Table II for the silicon liquid self-

diffusivity at the melting point are (4.0_+ 0.3) x 10 -4 cm2/s. Additional uncertainties in the melt profile

calculation and SIMS calibration increase the standard error to (4.0 + 0.5) x 10-4 cm2/s. In Table II,

the average experimental melt duration is the average melt duration per shot determined from reflectivity,

whereas the average simulated melt duration is the best-fit melt duration used in the diffusion calcula-

tions. An indication of the analysis sensitivity can be obtained from Figure 2, in which the 3°Si+ SIMS

profile for the sample shot 2 times is plotted with diffusion simulations at D = 2, 4, and 6 x 10-4 cm2/s.

Clearly 4 x 10-4 cm2/s is the best fit of the three.

One very important parameter in reporting the diffusivity is the temperature. Heat-flow simulations were

done to determine the average liquid temperature during the course of the experiment. For small tem-

perature ranges, the temperature dependence of the diffusivity is expected to be linear. This view is
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TableII. 3°Si+LiquidSelf-DiffusivityMeasurements
Numberof

Shots

1
2 151
3 152
5 162

Average Melt

Duration

(Measured) (ns)
168

Average Melt
Duration

(Simulated) (ns)
160

Dif_ivity

(cm2/s)

4.3 x 104

152 3.5 x 10.4

156 4.4 x 10-4

166 3.7 x 10-4

supported by Stillinger-Weber calculations of the diffusivity temperature dependence _L_2.As shown in

Figure 3, the average liquid temperature is very near T. In fact, the simulations indicate that the time-

averaged temperature ranges from Tin+3 K at the surface to To+ 12 K near the full-melt depth. There-

tore, the measured diffusivity should correspond to the average melt temperature, which in this case is

ill"
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Figure 2. Comparison between experimental SIMS concentration profile and simulated diffusion

profiles after 2 laser shots with diffusivities of 2, 4, and 6 x 104 cm2/s.

With certain restrictions, it can be shown that the effective liquid diffusivity is equal to the diffusivity at

T,,. A flat liquid temperature distribution in z (resulting from, e.g., a virtually infinite liquid thermal con-

ductivity) and a linear melting and freezing velocity response (v _: [T - T m]where T is the crystal/melt

interface temperature) can be shown to yield a temporal temperature profile at any depth (see Figure 3)

for which the integral of the portion of the curve above T m is equal and opposite to that below T. This

implies that the average liquid temperature is T m at all depths. If the temperature dependence of the

liquid diffusivity is linear, then the calculated diffusivity is a function of only the average temperature T m-

Any corrections to this model result from deviations from the above assumptions. The assumption most

likely to be in error is the lack of a temperature gradient in the liquid during melt-in.

Convective contamination is always a concem in liquid diffusion measurements. Buoyancy-driven

convection occurs as a result of temperature gradients within the specimen. Instabilities leading to natural

convection 19 can occur if the Rayleigh number R > 1700. For the geometry of this experiment,

R = 6 x 10-11. Since R has a cubic dependence on the thickness of the liquid layer, the likelihood of

buoyancy-driven convection becomes significant only at melt depths > 5 mm, which is much greater

than the 180 nm melt depths observed in this work.
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Figure 3. Liquid temperature temporal profiles at various depths determined by heat-flow calculations.

The surface (solid line) melts first and freezes last, while material at 150 nm depth (dotted curve) melts

later and freezes sooner. When the solidification front passes a given depth, the local temperature

suddenly drops from the essentially steady-state liquid and undercooled interface value of 1660 K

during solidification (see features at 60 to 170 ns).

Marangoni convection results from the temperature dependence of the surface tension and surface

temperature gradients. Calculations of surface tension-driven convection using the Stokes solution to a

suddenly accelerated flat plate in an infinite liquid 20 and the surface temperature variations identified in

the heat-flow simulations indicate that diffusive transport is 2 x l0 7 times faster than transport in z due to

Marangoni convection. This results primarily from the negligible overheating of the liquid but also from

the aspect ratio of the specimen, as the velocity of Marangoni-induced currents in z is reduced from the

surface radial velocity by the depth-to-width ratio of the melt. Buoyancy- and surface tension-driven

convection currents both tend to flow in the same direction, but the probability of either contributing to

mass transport in this experiment is very low.

V. Summary

The silicon liquid self-diffusivity was determined by pulsed laser melting of3°Si ÷ion implanted silicon-

on-insulator thin films. One-dimension',d diffusion simulations were utilized to match the final _)Si+

experimental concentration profile given the initial concentration profile and the melt profile. The silicon

liquid self-diffusivity at the melting point is (4.0_+ 0.5) x 10-4 cm2/s. Calculations of Marangoni and

buoyancy driven convection indicate that convective contamination is unlikely.
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The final goal of this research is to establish the liquid-state, self-diffusivity temperature dependence

D(T) for selected elements. This requires data sets of sufficient accuracy such that a clear statistical

correlation can be drawn between these data and the (existing) theories. At the present time, the scatter

in the data sets is too large to make any reliable prediction of the best fit. In order to obtain the most

reliable correlations diffusivities will be determined over the majority of the elements' liquid range (up to

1400°C). We will then interpret the measured self-diffusivity data in terms of diffusion mechanisms and

associated liquid structures.

With increasing insight into transport and segregation in solidification and crystal growth, reli-

able data for diffusivities in liquid metals and semiconductors have become essential for guid-

ance in process development. However, at this point even self-diffusion in elemental liquids is

not well understood. In particular, there is little insight into the temperature dependence of

diffusivities and its correlation to the temperature-dependent liquid structure of an element.

Currently, the differences between several theoretical predictions are often less than those be-

tween different sets of data for the same system. Hence, for both theoretical and technological

developments, there is a clear need for diffusivity measurements of improved accuracy and

precision for a large variety of elements over wide temperature ranges.

Diffusivities obtained in liquids at normal gravity are prone to be contaminated by uncontrollable

convection. Simple scaling arguments illustrate the difficulty of obtaining purely diffusive

transport in liquids. In a system of diffusivity l O-ScmZ/sec and a typical diffusion distance of 1

cm, the characteristic diffusion velocity is of order 10-5 cm/s. Hence, if true diffusion is to be

observed, convective flow velocities normal to the concentration gradient must be of order 10 7

cm/s or less. Thus, in liquids, the attainment of diffusion-dominated transport over macroscopic

distances at normal gravity is obviously not a simple task. A typical criterion for claiming that

convective contributions are negligible is when the logarithmic plot of concentration versus

distance is linear. Our numerical modeling efforts have shown that only for extreme convective

contamination (of several hundred percent) do these plots become non-linear [1,2].
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Wehaveexperimentallyconfirmedtheseresultsusinghorizontallyandverticallyorientedampoules.
Numericalmodelingeffortsinourgroupandothershasshownthatin liquidmetals,withtheirtypical
viscositiesof 10.3poise,temperaturenonuniformitiesofafewhundredthsofadegreearesufficientto
generateconvectivecontributionsequ',dtothediffusiveflux[1]. Thus,eveninsystemswithessentially
nomeasurable temperature nonuniformities, convective fluxes may be the dominant mode of transport.

Liquid metal diffusion studies conducted aboard spacecraft have demonstrated the gain in precision

afforded by a low-gravity environment [3-7].

Numerical modeling done as part of this project shows that convection, driven by spatial

nonuniformities in temperature, as small as 0.01°C across 3mm diameter samples, can lead to

measurable differences in diffusivities. Modeling of more realistic temperature nonuniformities

of0.05-0.10 °C across a 3 mm sample at 1000 °C, leads to predicted convective contaminations of

50-100% depending on the liquid's viscosity. This level of convective contamination has been seen

even when no measurable temperature differences, to 0.1 °C, were present. In certain instances,

buoyancy-driven convection can lead to measured diffusivities that are less than the input value [8].

Since these are self-diffusivity measurements, convective contamination due to species density differ-

ences are negligible. However, these analysis "also show that conducting self-diffusion experiments in a

IO3g0 environment is sufficient for the convective flux to be less than 1% of the diffusive. This indicates

that the nominal shuttle or ISS environment is sufficient for conducting a series of benchmark self-

diffusion experiments.

Based on the methodology of Codastet:ano, Di Russo, and Zanza [9], we have developed a technique

for the in situ measurement of diffusivities in liquids at several temperatures with one sample. In this

approach, which circumvents solidification of the diffusion sample prior to concentration profiling, the

evolution of the concentration distribution of a radiotracer is followed in real time using two pairs of

radiation detectors. As schematically shown in figure l(a), we use an initially solid cylindrical diffusion

sample that consists mostly of inactive material (solvent) and a short section of activated isotope, as the

diffusant, located at one end. After melting of the sample and heating to a uniform measurement tem-

perature '1",the evolution of the diffusant concentration is monitored through the intensity of the radiation

received through two collimators in a radiation shield. We have shown that these intensities n 1 and n 2

are proportional to the concentration C 1 and C 2, respectively [10]. The characteristic shape of the

signal traces n ! (t) and n2(t) associated with the spreading of the diffusant is plotted in Figure 1(b). The

radiation collimation bores must be positioned at

z I =L/6,z 2 = 5L/6 (1)

to satisfy the requirements of the algorithm used to evaluate the diffusivity. Here L is the sample

length at the measurement temperature. The diffusivity D is then calculated from the difference

of the signal traces using the relation

ln[n 1(t)-n2(t)]=A-_22n;_ t (2)

where A is a constant that depends on the concentration profile C0(z) at the beginning of the measure-

ment. Since the C0(z ) does not explicitly enter the D-evaluation, diffusivities can be consecutively

determined at several temperatures during the spreading of the concentration profile in the same sample.

This approach is robust because essentially any starting concentration profile is acceptable. Obviously,

before the first measurement. Co(z) must have spread enough to provide a significant signal at both
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detectorlocations.Equation(2)isbasedonthespecificlocationrequirementforthedetectorsgivenby
equation(1)withrespecttothesamplelengthL. Tousethismeasurementtechniqueatseveraltemperatures
withasinglesample(i.e.,beyondtheoriginal,setup given in [9]), an additional pair of collimation bores and

detectors are required to account for the changes in L versus temperature. These additional bores/detectors

are positioned such that, taking into account the thermal expansion of the sample, radiation shield and support

structure, one pair satisfies equation (1) at the lowest temperature and the other pair at the highest. As a

consequence, for all intermediate temperatures, there is always a collimation bore above and below the exact

position required. Thus, we are able to determine the (self)-diffusivity of molten metals at three or four

temperatures using a single sample. These results have been reported in a previous paper [11].

, ,, L. , . , . , ..... ,

tracer
location 0 z I z 2 L z

....................... , .............. Timo

,1, t / Y/,,Y///A
Radial]on ndt) n2(t)
shield

Figure 1. (a) Schematic presentation of the evolution of the concentration profile and location of the

measurement positions. (b) Time traces of the signals at the two measurement locations, and corre-

sponding presentation of the signal difference according to equation (2).

The self-diffusivity has been measured, for selected elements, both on the ground and in a low-temperature

experiment performed on the Mir space station (indium only). While the diffusivities obtained at low-gravity

were within the uncertainty range of our ground results, the results for the three runs are within 0.5 % of each

other. This narrowing of the data range is consistent with other investigators' results, and shows the gain in

precision afforded by a low-gravity environment.

The Self-Diffusion in Liquid Elements project has passed its Science Concept Review (SCR). The next

review for this project is the Requirements Definition Review (RDR). Therefore, at present the ongoing

activities are related to both continuing research activities and hardware design and prototype construction.

These continuing research activities are:

* refinement of the choice of elements for investigation.

. optimization of_urement temperatures via statistical analysis

• numerical analysis and experimental confirmation of the eflix:t ofbamers and voids causing transport

reslrictions on diffusion memsurernents

• investigation into the use of magnetic fields to suppress convective contamination of diffusion mea-

surements.

• numerical analysis of convective contaminations due to non-isothermal voids/bubbles.

The elements were selected for this investigation based on their"expected" D(T) behavior. Neutron, and x-

ray, diffraction studies of molten elements have shown that changes, or shifts, in the liquid structure occur for

many elements. Elements which show a (significantly) changing liquid structure are expected to have different

temperature dependencies of their diffusivity between these regions. How "significantly" a liquid's structure
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mustchangeforameasurabledifferenceinitsdiffusivitytooccurisunknown.However,forelementswhere
verylittlestructuralchangeis.seenasingletemperaturedependenceisexpected.Wehaveselectedelements
wherebothbehaviorsarepredicted.Theinitialelementsselectedwerealuminum,rubidium,gallium,cad-
mium,indium,tin,tellurium,andseleniuna.All oftheelementsselectedarex-ray(gamma)photonemitters,
withphotonenergieswellwithinthecapabilityofoursolid-statedetectors.Duetodifficultieswithsamplecost
oravailabilitywehavedroppedaluminumandgalliumfromconsideration.Intheirplacewehaveadded
antimony,zinc,andytterbium.TheneutrondiffractiondataforantimonyandzincindicatechangesinsU'ucture
overtheliquidrange.Thereisverylittlediffusiondataforthelanthanides.

Typically,correlatingbetweenavailabledataandtheoreticalpredictionsaredonebyacurve-fittingalgorithm.
Forsomedatasetsarelativelyhighregressioncoefficientwasobtained(>0.90).However,amorerigorous
statisticalapproachistocalculatethe"lack-of-fit"ofthevarioustheoreticalpredictionstothedata.Usingthis
approach,thepresentlyavailablecompletedatasetsgiveverypoorcorrelationtothevarioustheories.
Optimumuseofalack-of-fitanalysisforcorrelationtoaparticularmodeldependsonauniquechoiceofthe
temperatureswherethediffusivitiesaremeasured.Thisspacingisuniqueforeachmodelprediction.Interest-
ingly,thistypeofstatisticalanalysisshowsthatthetraditionallyusedequallyspacedmeasurementlocationsare
nottheoptimumforanyofthetheoreticalpredications.Thisstatisticalanalysisindicatesthat5or6measure-
menttemperaturesarenecessaryforourfinalanalysis.Inordertominimizethe(low-gravity)experimenttime
wehavepickedmeasurementlocationsbasedontwomodels.Thesetemperatureswerethenaveraged
givingsixvaluesthatwerestatisticallyvalidforeithermodel.Indoingthis,wefoundthatthesepointswere
alsovalidforseveralothermodels.

If oxidelayersorbubblesarepresentinadiffusionsampleduringmelting,it isexpectedthatunderterrestrial
conditions,theywouldrisetothetoportheoutsidewallsofaverticallyorientedsample.Thus,apotential
barriertodiffusionwouldbedisplacedtotheupperendoftheampoule,whereatworstitcouldonly"affect

the sample length. For post-mortem techniques, such as the long capillary method, any convection induced

by this displacement will lead to stirring of the sample and cause erroneous diffusivity values. However, for

the real-time technique used here, this convection would be damped in a few minutes (scaling with the

viscosity), and only in a highly stirred situation would the experiment be seriously compromised. Note that,

given that sample temperature gradients are unavoidable, the diffusion rre.asurements will for many liquids still

be affected by buoyant convection. The potential that barriers to diffusion such as voids or oxide layers might

form is, nevertheless, still present in a low-gravity environment. In fact, in a low-gravity environment, these

barriers may not be displaced during the course of an experiment. Thus, the possibility that diffusive transport

might be retarded or even prevented by such barriers is a concern and motivated us to analyze the conse-

quences of partial blockages of the ampoule.

We have numerically examined, in 2-D, to what extent such deviations from 1-D transport, whether real or

conceived, influence the evolution of the concentration distribution in a diffusion sample. We then evaluated

the resulting non-ideal distributions in terms of apparent diffusivities D autilizing both the semi-infinite sample

methodology and the method of Codastefano, et aL, used for our determinations [12]. In the semi-infinite

technique the diffusion sample is assumed to be infinite in one direction, i.e., with a diffusion path of length L,

the initial thickness h of the diffusant source (with uniform concentration Co) must fulfdl the condition h<<L.

This condition results in the concentration profde at time t

C 0 /,- _z 2

C(z,t) 4Z-0S t, "=_exp )

Thus, a plot of lnC versus z _-produces a straight line with the slope given by - l/(4Dt).

(3)
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IntheCodastefanotechnique,asdiscussedabove,onemonitorsthesoluteconcentrationsversus time

at the positions z = L/6 and 5L/6. The resulting time traces C_(t) and C_(t), respectively, are related to

the diffusivity through a straight-line fit in the form of equation (2).

In accordance with our experiment approach, we chose a total sample length L = 30 ram, sample width

w = 3 mm, and initial diffusant layer thickness h -- 1 rnm. Two different sets of conditions resulting in

deviations from 1-D diffusive transport were assumed. (a) A planar barrier in the source-solvent inter-

face, was extended from one wall to either y = 0.5, 0.75 or 0.95 w, plus additional cases of a 95%

blockage with the connected region centered about y -- 0.5 and a "pepper pot" arrangement with the

repeating pattern: 0.5626 mm blocked, 0.25 mm connected, across the 3 mm cell. (b) A 1 mm square

barrier on one wall, to simulate a void, was centered at x = 3 orx = 7 mm. Note that these particular

positions straddle the Codastefano measurement coordinate L/6 at x = 5 mm. A y- dependent

diffusivity case was also investigated, but it does not influence the results given here. We used D 0 =

10.22 x 10--_cm2/s in all simulations, which corresponds to the self-diffusivity of indium at 900 °C 23

The numerical simulations were performed with Adaptive Research's CFD 2000 finite volume

code, version 3.03. In the void and barrier cases a nonuniform grid of 62 x 30 and 61 x 40,

respectively, was used. Doubling of the grid number in x- and y-direction in both the y = 3 mm

void and 75% barrier cases (the cases with largest concentration gradients) resulted in insignifi-

cant changes in the concentration field. All cases were run for 10,000 seconds to obtain suffi-

cient diffusant concentrations at the 5L/6 position. For comparison with pure I-D diffusion an

unobstructed, uniform-diffusivity run was performed with each grid. Diffusivities are typically

deduced from the total amount of diffusant contained in cross-sectional slices of the sample.

Evaluations using the semi-infinite sample methodology were based on the C(x,t)-profile ob-

tained at t = 2,000 s, at which time the solute barely reaches L. The Codastefano methodology

was applied to the C(LI6,t) and C(5L/6,t) traces obtained, depending on the case, between 3,000-

5,000, and 10,000 s with samples taken every 10 s.

These results showed that only under extreme conditions, i.e., blockages exceeding 90% and voids

exceeding 40%, were measurable changes seen in the diffusivity. Even in the case of a 95% barrier,

where there is strong retention of the solute behind the barrier the "error" is only 7% of the input

diffusivity. However, the semi-infinite method was somewhat more sensitive than the Codastefano

method. However, even in this post-mortem methodology the deviation is not that great until the

barriers approach 75%. It is important to note that the effect of the barrier on the apparent diffusivity is

greatly reduced once the connected region is shifted away from the wall. Thus, by using the

Codastefano methodology, given any reasonable blockage, the measured apparent diffusivity can be

assumed to be representative of only diffusive and convective contributions.

To verify the predictions of our models we conducted two experiments. Figure 2 (center) shows a

cross-section of the normal diffusion sample in its ampoule and outer silica glass container typically used

for the mass diffusion determination. The diffusion sample consists of two parts; a short radiotracer

section (about I mm long) and a long benign, native abundance section (about 29 mm long). The

benign section is vacuum cast in a 3 mm i.d. precision bored BN ampoule. The bottom of the ampoule

is closed offusing a press-fit BN plug to ensure a right circular geometry. The precast and activated

_4mln radiotracer section is then placed in the ampoule, and a close-fitting BN plunger is added. This

plunger is held against the sample top using a low-force graphite spring, which ensures a right circular

geometry. This assembly is then sealed in a silica glass cartridge (0.375" o.d.). Two separate modifica-
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Figure 2. Diffusion sample ampoule configurations for investigating the effects of

barriers and voids on the resultant diffusivity. The center cross-section shows the

normal configuration. To the left and fight is schematically shown the ampoule

modifications used to induce a barrier (left view) or a void (right view).

tions were made to the normal configuration to induce either a barrier or void. These are also shown in

Figure 2. In the first one the solute (radiotracer) area was reduced by using a 2 mm diameter source

pellet (contained in a 3 × 2 mm diameter sleeve) diffusing into a 3 mm diameter nonradioactive host

section. This modeled an effective contact area of 0.1/0.225. In the second experiment a 1 mm

diameter by 1 mm long plug was inserted into the sample approximately 7 mm from the top of the

sample. Thus, the cross-sectional area of the void was about 15% of the sample cross-section. Note

that this plug was positioned just after the first (L/6) measurement location. Thus, it would be expected

that any effect that occurs should be detected (i.e., material should build up behind this location). Self-

diffusion experiments conducted in modified ampoules confirmed our simulations. This implies that any

measurable nonuniformity in the concentration field is not due to a disruption of the diffusion path and

that the measurement methodology we employ is surprisingly insensitive to deviations from the one-

dimensional transport geometry.

Magnetic fields have been widely used for suppressing convection in conducting liquids. How-

ever, the magnetic field only dampens the already present fluid motion. Thus, the field strength

magnitudes necessary to suppress flows at the 106 to 10 .7 cm/sec level are questionable. We

have numerically modeled the convective damping effects at field strengths up to 3 Tesla. Only

with (unrealistic) temperature nonuniformities of 0.01K were the convective flows reduced

significantly below the diffusive speed. Experiments by Youdelis [ 13] showed that the field strengths
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necessarytoreducetheconvectivecontributiontoafewpercentof thediffusiveflux (approximately1
T) havebeenshowntomodifythediffusiveflux itself,evenin thesolidstate.Morerecentexperiments
byLehmann[14]showedthatatfieldstrengthsof around1Teslatheapparentdiffusivityvaluesno
longerchange.However,it isneitherclearif theconvectivemotionis totallydampednorif thereisany
effectonthediffusivemotionitself.At thispointit wouldbeexceedinglyhelpfultohavebothsufficient
low-gravityandmagneticallydampedterrestrialvaluesforcomparison.Thus,wehavestartedhigh-
fidelitynumericalmodelingoftheeffectofamagneticfieldinaconvectively-drivensystem.Inaddition,
wearedoingexperimentsin thesuperconductingmagnetsatMarshallSpaceFlightCenter.
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The goal of this research project is to measure the thermal and mass diffusivities of the pure

binary tellurium based II-VI semiconductors, i.e., CdTe, ZnTe and, HgTe, and various alloys. For

the mass diffusivity determinations, in addition, the diffusivity of various, electrically active

impurities, will be determined. Finally, the melting point expansion of these compounds will be

determined.

Buoyancy-driven convective effects often contaminate the experimental determination of trans-

port properties such as diffusivities and conductivities. The accurate determination of transport

properties requires that convective flow velocities be eliminated or significantly suppressed to a

few percent of the characteristic velocity. This is generally not possible under terrestrial condi-

tions. Solutally-driven convective contributions can be sustained by much smaller (relatively)

gradients than is necessary for thermal nonuniformities only (for a discussion of this see ] 1] and

references therein). While it can be argued that mass diffusivity measurement techniques such as

nuclear magnetic resonance and inelastic neutron scattering, that probe rapid molecular motion,

are insensitive to convective contributions, they are not as precise as macroscopic, averaging

techniques. However, all macroscopic measurement techniques yield diffusivity data prone to be

contaminated by gravity-driven convection. The use of narrow capillaries to suppress convective

transport has suggested poorly understood wall effects. Magnetic fields, widely used for sup-

pressing convection in conducting liquids, may modify the diffusive motion itself [2]. Earlier

liquid (metal) diffusion studies conducted on spacecraft have demonstrated the gain in precision

resulting from the drastic reduction of convection in a low-gravity environment [3-7]. However,

by comparison with ground-based experiments, the most recently reported low-gravity data using

a shear-cell technique appear rather inaccurate.

Thermal diffusivity measurements in melts are also prone to be contaminated by convective

contributions. The use of small measuring volumes increases the likelihood that asymmetries and

imperfections in the measurement apparatus itself leading to errors. The use of larger cell volumes on

the other hand is prone to result in convective contamination. These problems can be especially
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troublesomewithII-VI semiconductors,sincetheirthermalconductivityissmallerthanthatof typical
containermaterials.Levitateddroptechniquesofferlittle reliefofthisproblemduetothehighvapor
pressureof II-VI compounds.Modelingof theseconvectivecontributionsisatbestproblematicsince
theassumptionsforestimatingormodelingthesecontributionsdependsonground-baseddataalready
influencedbyconvection.Again,earlierliquidthermalconductivity/diffusivitystudiesconductedon
spacecrafthavedemonstratedthegaininprecision,andlowerabsolutevalues,resultingfromthedrastic
reductionof convectionin low-gravityenvironments[8]. Hence,thereisalsoaneedforwell-defined
thermaldiffusivitystudiesunderlowgravity.

Ourgrouphasdevelopeda novelmolten-metaldiffusivity measurementapproach[8, alsosee
paperT I0]. This approachis particularlysuitedto the limitedavailabilityof experimenttimeon
spaceflights.Diffusivitiesarededucedin-sire and in real-time from consecutive concentration profiles

obtained from radioisotope emission using a multiple detector arrangement, based on the methodology

of Codastefano, Di Russo, and Zanza [ 10]. In this approach, which circumvents solidification of the

diffusion sample prior to concentration profiling, the evolution of the concentration distribution of a

radiotracer is followed in real time using two pairs of radiation detectors. We use an initially solid

cylindrical diffusion sample that consists mostly of inactive material (solvent) and a short section of

activated isotope, as the diffusant, located at one end. After melting of the sample and heating to a

uniform measurement temperature T, the evolution of the diffusant concentration is monitored through

the intensity of the radiation received through two collimators in a radiation shield. We have shown that

these intensities n_ and n 2 are proportional to the concentration C t and C 2, respectively [10]. The

radiation collimation bores must be positioned at

z I = L/6, z2 = 5L/6 (1)

to satisfy the requirements of the algorithm used to evaluate the diffusivity. Here L is the sample

length at the measurement temperature. The diffusivity D is then calculated from the difference

of the signal traces using the relation

ln[n,(t)-n_(t)]=A- D_2 t
" L-

(2)

where A is a constant that depends on the concentration profile C0(z) at the beginning of the measure-

ment. Since the Co(Z) does not explicitly enter the D-evaluation, diffusivities can be consecutively

determined at several temperatures during the spreading of the concentration profile in the same sample.

This approach is robust because essentially any starting concentration profile is acceptable. Obviously,

before the first measurement, Co(Z) must have spread enough to provide a significant signal at both

detector locations. Equation (2) is based on the specific location requirement for the detectors given by

equation. (1) with respect to the sample length L. To use this measurement technique at several tem-

peratures with a single sample (i.e., beyond the original setup given in [10]), an additional pair of colli-

mation bores and detectors are required to account for the changes in L versus temperature. These

additional bores/detectors are positioned such that, taking into account the thermal expansion of the

sample, radiation shield and support structure, one pair satisfies equation (1) at the lowest temperature

and the other pair at the highest. As a consequence, for all intermediate temperatures, there is always a

collimation bore above and below the exact position required. Thus, we are able to determine the

(self)-diffusivity of molten metals at three or four temperatures using a single sample. These results have

been reported in a previous paper [ 11 ].
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Theexperimentalmeasurementmethodologyweemployissurprisinglyinsensitivetodeviationsfromthe
one-dimensionaltransportgeometry.Wehavenumerically[12]andanalyticallymodeledarangeof
fixedandrigidblockagesandvoidsalongthetransportpath.Theresultsofthismodelingarethat,using
theabovereal-timemethodology,thatblockagesof upto 90%alongthetransportandvoidsrepresent-
ingone-thirdofthecross-sectionhavelittleeffectontheresultingdift'usivitydetermination.Experiments
conductedinmodifiedampoulesconfirmedoursimulations.

Followingtheideafrom thealgorithmfor real-timemassdiffusivity measurementsin long,thin,
cylinderswehavedevelopedasimilaralgorithmfor themeasurementof (thermal)diffusivities
usingaflat disk geometry.With the low thermaldiffusivitiesof theII-VI semiconductorsthe
ampoulewall wouldprovidefor too greatof athermal"shortcircuit" in a longthincylinder
geometryfor accuratedeterminations.Therefore,we finally choseaflat diskgeometryfor these
measurements.For ouranalysiswestartedwith aninfinitely long,ideally insulated,cylinderof
radiusawith aninitial temperaturedistributionT(r), at t = O;

T = T0for 0 < r < p*aandT = 0 for p*a< r < a (3)

where0 < p < I. Theevolutionof thetemperatureversustimeat adefinedr is givenby the
expression[13]

,.) { a oo ,, }T (r,t) =--=- _r x f(r)dr + Z exp[-KotZtl J°(r°t") c, , , jr xflr)Jo(O_r)dr (4)
a" ,, .=. Jo'(aot ) _,

using a series off geometry independent, identities and simplifications equation (4) is reduced to

[--_:B 2q 2p J,,(rB,/a)= ex I _"-zT__I , J/(B,p) (51)T(r't)=T,,pe+To , P.- a'J _ Jo-(B.)

where _¢is the thermal diffusivity, and lan are the roots of the Bessel function of the first kind of order 1

(Jl). Setting p, the ratio of the heated to unheated areas, equal to B I/B2 we obtain

Ji (]A2P) = Jt (]at) = 0 (6)

with p = 0.54. Thus, the n = 2 term of the series is set to zero. The n = 3 terms can be set to zero by

choosing the temperature measurement locations r i to be the nodes of Jo(la3r/a). The three required

values of the ri/a's are 0.236, 0.543, and 0.851. Figure (1) shows the relation of the heated to un-
heated areas and the measurement locations. Note that the second measurement location is essentially

at the border between the heated and unheated areas. As will be discussed below, this requirement can

be relaxed considerably. Figure (2) shows the temperature time traces at the three measurement

locations indicated above.

From these reductions we are left with a constant term, the n = 1 term, and higher order terms (n > 4).

We now take the difference between two measurement locations, for example r 1 and r3 to obtain

T 2q_ (J0 (._._) -Jo(_-ffAf_))exp[_]+A(h.o.t.(n>4)) (7)
T (rl,t) - T (r3,t)= "0 iLtl J0"(Bj)

It can be shown that the difference between the higher order term in equation. (7) are less than 1% of

the n = 1 term for Kt/a 2> 0.015, which is less than a second for our specific geometry. Neglecting these

higher order terms equation (7) can then be linearized

F 2p J,(].l I/9.) r I r3
ln[T(r,,t) - r(rv,)] : In [,,,--_( Jo(P-,--_)-Jo (la --_))] +( -K:B_)2' (8)

- Bt J0"(_tl) t -
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Thisthenyieldsanexpressionoftheformforeachpairofmeasurementlocations

ln[ATJ = in(t3)- (t_.._.._¢ (9)
• - a2_

where [3is a constant that contains all the initial condition parameters including the initial applied tem-

perature. Three values of the thermal diffusivity are obtained from the slopes of In[AT] as a function of

time.

Using this methodology we have numerically simulated the effects of: measurement noise, variations in

the relative size of the heated region, p, for both larger and small p's, (p's as small as 0.2 have been

investigated) and errors or changes in the three measurement locations. We have found that the final

formulation is surprisingly robust against these modifications. When the most drastic modifications are

used it takes longer for the hT[AT's] versus time to become linear. However, the time frames necessary

are still practical.

We have tested this methodology measuring the thermal diffusivity of solid fine-grained graphite

and boron nitride. The disks were 5 cm diameter and 0.7 cm thick. For these experiments the

initial temperature profile was established by using a resistance heater compressed to one side of

the sample disk. Both the correct and undersized heaters were used. Fine sheathed thermo-

couples were inserted into the sample at the required positions. The experiments were conducted

in a vacuum chamber to minimize convective heat losses. The experimental set-up is schemati-

cally shown in Figure (3). The results for fine-grained graphite were within 10% of reported values.

However, for boron nitride our results are about 40% of those reported. The experimental set-up that

we employed for the graphite and boron nitride determinations does not match the starting case geom-

etry. The starting case assumes an infinitely long cylinder heated internally. However, by choosing the

disk to be relatively thin the time for heat to be conducted from one side to the other is small compared

to when a temperature increase is measured at the far thermocouple. We have designed and con-

stmcted a cell for thermal diffusivity determinations in liquids. Using the undersized heater, this condition

is fulfilled earlier, in fact before any increase is seen at even the innermost measurement location. We

will rake advantage of using a reduced heated area by being able to resistively heat the molten semicon-

ductors through much smaller areas than originally thought.
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INTRODUCTION

In the past few decades, several investigators have focused their efforts to correctly predict the solidifi-

cation velocity as a function of undercooling _br many materials. Though significant progress has been

made in this area of re,arch, there have been difficulties in unifying theoretical models with the ever-

increasing volume of measured solidification velocity data.

The theory for relating the solidification velocity to undercooling developed by Boettinger, Coriel, and

Trivedi _(the BCT theory) has been the most successful and most widely accepted theory to date. The

BCT theory is based on the early work of Ivantsov 2, who approximated the growth of a single dendrite

as a paraboloid of revolution. Despite the many successes of the BCT theory, the model appears to

breakdown at large undercoolings.

The focus of this work is to further expand the understanding of the solidification process by measuring

the solidification velocity as a function of undercooling in dilute alloys, and then using this data along with

microstructural analysis to further develop the models for solidification kinetics. In order to characterize

the parameters that influence the solidification process, several metallic systems are being investigated.

The selected alloy systems include those systems that have a wide range of partition coefficients and

differing liquid diffusion coefficients. By bracketing the_ parameters it is hoped that further understand-

ing of the solidification process in alloys will be attained. The alloy systems that have been selected for

this study are: Ni-Ti, Ni-Si, Ni-Sn, Ti-Ni, and Ti-AI. In addition, measurements in the Ti-A1 intermetallic

system, containing small additions of vanadium and niobium are of interest.

The solidification velocity is measured using a 1 MHz thermal imaging system (HSDA 96) -_to track the

solid/liquid interface as it proceeds across an electro-magnetically levitated drop. Simultaneously, the

undercooling temperature is recorded using an optical pyrometer. This technique and the subsequent

data analysis have been well established at Vanderbilt University. Microstmctural analysis of the pro-

cessed droplets is an important part of understanding the mechanisms involved in the solidification

process. Optical microscopy and SEM imaging is used to characterize the dendritic growth, while

microprobe analysis is employed to characterize the solute distribution after solidification.

I. Background

The BCT theory, which is commonly used to predict the solidification velocity of undercooled metals

and alloys, does not correlate with the true functional dependence, particularly at high undercoolings.
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The theory for solidification velocity is developed based on the development of the thermal and solutal

diffusion fields that exist at a dendrite tip. The theory assumes that at low undercoolings, the effects of

solute diffusion dominate the solidification velocity. At high undercoolings, the solidification velocity is

predicted to be thermally controlled. The only limit placed on the magnitude of the solidification velocity

is the collision limit, which states that the maximum velocity is the velocity of sound in the liquid.

Though there is disagreement between the experimental data sets for pure nickel of most of the investi-

gators TM (Figure 1), it is apparent that there is a divergence in experimental results for the solidification

velocity from the BCT prediction at higher undercoolings, for nearly all of the results. The exception is

the Walker 5results, which were the original solidification velocity experiments for pure nickel. Thus, the

BCT theory has been unsuccessful in predicting the divergence in exponential behavior for the solidifica-

tion velocity as a function of undercooling.

Figure 1. Cumulative plot of solidification velocity for pure nickel.

II. Experimental Procedure

The purpose of this work is to quantify the effect of low concentrations of solute on the solidification

velocity. Additionally, these investigations attempt to characterize the nature of the solidification velocity

plateau occurring at intermediate undercoolings and the mechanisms that cause it. Finally, this work

hopes to provide a method of predicting this intermediate plateau, as well as to lay the groundwork for

predicting the plateau or discontinuity in the solidification velocity at higher undercoolings.

One of the materials properties which has a large impact on the theoretical prediction of the solidification

velocity is the equilibrium partition coefficient. Hence, the initial emphasis was placed on alloys with a

wide range of partition coefficients. Nickel based alloys were selected because of the considerable

experience by a number of investigators in the measurement of the solidification velocity of pure nickel

and its alloys. The titanium-based alloys were selected because they provided an alternate engineering

material of interest, solidifying a primary BCC structure.

In each alloy system, the solidification velocity is measured as a function of undercooling. The amount

of undercooling is determined using an optical pyrometer, while the solidification velocity is measured

using the HSDA 96. The HSDA 96 is a thermal imaging system developed at Vanderbilt University,

which captures images at frame rates as high as 1x 106 frames/sec. It is composed of a parallel tapped

10x 10 array of silicon photodiodes. The parallel tapped configuration eliminates the uncertainty intro-

duced by the rastering techniques used in most digital imaging systems.
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III. Preliminary Results

Solidification velocity data for each alloy was collected over the range of undercoolings listed in table 1.

The nickel-based alloys were processed in a He- 15v/oH 2 gas mixture, while the titanium-based alloys

were processed in ultra-high purity He.

Table 1. A summary of solidification velocity experiments that have been conducted.

Alloy Processing
Environment

Liquidus
Temperature

Minilnml

Undercooling

Maxilmml

Undercooling

Ni-3a/oTi He-15v/oH_ 1708K 99K 271K

Ni-5a/oTi He-15v/oH_ 1693K 95K 288K

Ni-7a/oTi He- 15v/oH: 1633K 80K 280K

Ni- Ia/oSi 1723K 50K 290K

1623K
He- 15v/oH_
He- 15v/oH_ 105KNi- 10_oSi 295K

Ni-la/oSn He-15v/oH z 1723K 74K 279K
Ni-2.5a/oSn 1705K 103 K 255KHe- 15v/oH z

He- 15v/oH, 90K1683KNi-4a/oSn 264K

Ti-5a/oAl UHP He 1973K 141K 273K

Ti-30a/oAl UHP He 1933K 100K 296K

Ti- Ia/oNi UHP He 1938 K 100K 249K

Ti-2a/oNi UHP He 1923K 100K 250K

75K

94K

UHP He

UHP He

Ti-56a/oAI-4a/oV

Ti-56a/oAI-8a/oV

=1743K

=1743K

319K

284K

Figure 2 is a plot of the solidification velocity as a function of undercooling for the three Ni-Ti alloys that

were investigated. At low undercoolings (<145K) the Ni-3a/oTi results are in agreement with the two

higher concentration alloys. At higher undercoolings (>176K) the solidification velocity results for Ni-

3a/oTi are consistently higher than the Ni-5a/oTi and Ni-7a/oTi results. For undercoolings ranging

between 146K and 176K there is an especially noticeable difference between the Ni-3a/oTi results and

the two higher concentration alloys. There appears to be a plateau in the intermediate undercooling

range, as well as, the high undercooling range for Ni-3a/oTi. The two plateaus occur at 25m/s and 40m/

s, respectively. The solidification velocities are similar in the two higher concentration alloys tested up to

about 176K of undercooling. However, the Ni-7a/oTi solidification velocity results appear to be slightly

less than the Ni-5a/oTi results at higher undercoolings (>176K). There are also two plateaus in the

solidification velocity curves tor the higher concentration alloys. The first plateau in the solidification

T
T_

: :y.........L....
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velocity occurs at = 15m/s at lower undercoolings, while the second occurs at =32m/s for Ni-5MoTi and

=28m/s for Ni-7a/oTi at higher undercoolings. When the alloy results are compared to the experimental

results for pure nickel processed under the same conditions, it is seen that the solidification velocity at

undercoolings less than the initial plateau are consistent with the pure nickel results but, thereafter,

solidification velocities in the alloys are less than that in pure nickel.

Two of the Ni-Sn data sets also showed a strong plateau in the solidification velocity data at high

undercoolings (Figure 3). In the Ni-1 a/oSn data the plateau occurs at =37m/s and 175 K of undercool-

ing. The plateau in the Ni-4a/oSn data occurs at =29m/s and 175K of undercooling. In the Ni-2.5a/

oSn velocity data there is not an appreciable plateau in the solidification velocity at high undercoolings.

In general, as more solute was added to this system, the solidification velocity appeared to be reduced

at "allundercoolings. The depression of the solidification velocity in this "alloy system appears to be the

most severe in the range of undercoolings between 140K and 180K. When the results from the nickel-

tin alloys are compared to the results of pure nickel, it is observed that the solidification velocity in Ni-

l a/oSn is approximately the same as that of pure nickel. The solidification velocity results for Ni-2.5",ff

oSn are less than the results for pure nickel up to approximately 200K of undercoolings. Above 200K

of undercooling the results are similar. For the Ni-4",ffoSn alloy, the solidification velocity of pure nickel

is higher at all undercoolings measured.
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Figure 3. Cumulative plot of Ni-Sn results.

IV. Analysis and Discussion

The current hypothesis for explaining the results presented here centers on the effects of solute drag on

the solidification velocity as a function of undercooling. It is believed that the solidification velocity in the

alloys undergoes four distinct regimes. The first occurs when the velocity is slow enough to allow time

for the solute to escape the advancing interface. In this regime the solidification velocity behaves in the

same manner as the pure material. The second regime involves a departure from the solidification

velocity of the pure material. This second regime occurs because the solidification velocity approaches

the diffusive speed of the solute in the liquid (i.e. solute drag slows the advancing interface with increas-

ing undercooling). The third regime occurs when the velocity of the solid/liquid interface becomes

significantly greater than the diffusive speed of the solute (i.e. solute trapping occurs). The final regime,

denoted by the plateau at higher solidification velocities, is still another effect of solute. In this case,

however, a plateau is caused by solute drag from residual oxygen in the system. Cochrane et aF 2

observed the effect of oxygen on the solidification velocity in pure copper, while BassleP observed the

effect in pure nickel. For extremely large undercoolings the solidification velocity can become high

enough to overcome the effects of solute drag caused by residual oxygen. This was observed in the Ni-
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Snresults.Aneffectofoxygenwouldexplaintheconsiderabledisagreementbetweenthepurenickel
solidificationvelocitymeasurementsbetweenvariousinvestigations.

Toshowthebehaviorinsolidificationvelocitydescribedaboveasafunctionofundercoolingsonecan
examinetheNi-5a/oTiresults.Figure4showsaseparateplotofexperimentalresults"along with the

BCT calculations for pure nickel and Ni-5a/oTi. The four regimes mentioned previously are denoted on

the plot. It is observed that at low undercoolings (< 146K) the solidification velocity agrees with the

pure nickel calculation, which corresponds to the first regime. At intermediate undercoolings (between

!76K and 220K) the solidification shows agreement with the alloy calculation. Neither of the BCT

calculations address the transition at intermediate undercoolings or the plateau at higher undercoolings.

N)5% T!

!
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Figure 4. Ni-5a/oTi solidification velocity results plotted with the BCT calculations for pure Ni

and Ni-5a/oTi.

V. Future Work

This investigation is a work-in-progress. There are a number of alloy systems that need to be studied.

For alloys already processed, microstructural characterization of the droplets is needed. This includes

SEM analysis and optical microscopy. In addition, microprobe analysis is needed to characterize the

concentration gradients in the processed droplets. This will aid in developing a numerical model to

de_ribe the concentration gradients ahead of the solid/liquid interface.

It has been observed that the amount of stirring can effect the diffusion of solute in the liquidt 3. It is,

therefore, necessary to conduct experiments in the electrostatic levitator (ESL) at the Marshall Space

Flight Center. The discontinuities in solidification velocity may be different when processed in an ESL,

as compared to the EML.

Finally, it is necessary to perform modeling of these particular systems and the experimental conditions

regarding the effects of the thermal and solutal diffusive fields. Proper modeling could further increase

the understanding of the observed relationships between undercooling and solidification velocity.
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OBJECTIVES

The objective of the research is to quantitatively determine and understand the fundamental

mechanisms that control the microstructural evolution during equiaxed dendritic solidification. A

microgravity experiment will be conducted to obtain benchmark data on the transient growth and

interaction of up to four equiaxed crystals of a pure and transparent metal analog (succinonitrile,

SCN) under strictly diffusion-dominated conditions. Of interest in the experiment are the tran-

sient evolution of the primary and secondary dendrite tip speeds, the dendrite morphology and

solid fraction, the tip selection criterion, and the temperature field in the melt for a range of

interaction "strengths" between the crystals. The experiment extends the microgravity measure-

ments of Glicksman and co-workers isothermal dendritic growth experiment (IDGE) for steady

growth of a single dendrite to a case where growth transients are introduced due to thermal interac-

tions between neighboring dendrites - a situation closer to actual casting conditions. Correspond-

ing Earth-based experiments will be conducted to ascertain the influence of melt convection. The

experiments are supported by a variety of analytical models and numerical simulations. The data

will be used to develop and test theories of transient dendritic growth and the solidification of

multiple interacting equiaxed crystals in a supercooled melt.

I. Need for Microgravity

Experimental validation of present equiaxed dendritic solidification models is very limited, with

only a few bulk solidification experiments conducted (on Earth) using metal alloys. There are

basically four issues that have hampered the testing of such models: (i) the inability to control

and quantify nucleation, (ii) the presence of uncontrolled, gravity-driven melt convection and

crystal movement, (iii) the difficulty to observe growth in metallic systems, and (iv) the compli-

cations associated with coupled thermal and solutal undercoolings when using alloys. The

Equiaxed Dendritic Solidification Experiment (EDSE) is designed to be simple, yet overcomes

all of these limitations. In particular, gravity-driven convection can only be minimized in a

microgravity environment. Due to our inability to analyze solidification microstructure evolution

in the presence of this convection, it is important to first generate benchmark data for the diffu-

sion limit.
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II. Results

The research to date has concentrated on development of the science requirements for the pro-

posed microgravity experiment; design, construction, and testing of a ground-based version of

the experiment; and modeling of the growth of an assemblage of equiaxed dendritic crystals.

These efforts have culminated in the passing of the Science Concept Review (SCR) in February

of 1998. The research team is now preparing for the Requirements Definition Review (RDR).

Some of the experimental and theoretical research has been published and is described briefly

below.

III. Ground-Based Experiments

We have conducted preliminary experiments involving an assemblage of equiaxed crystals using a

setup that is functionally similar to the planned EDSE. A schematic of the setup together with a

photograph taken during an experiment is shown in Figure 1.

Cam_eraTherrnistot____ ___ I U "'}_°n_ T:trrhI:_rature

I ,°.
Growth Chamber _ _ St g

Tetrahedron Arrangement of Dendrites Dendritic Solidification Apparatus

Figure l. Schematic of the equiaxed dendritic solidification apparatus and a photograph showing

the tetrahedron arrangement of the dendrites.

A glass growth chamber is contained within a temperature-regulated bath. Four CCD cameras,

with light sources, provide orthogonal images from four sides. The growth chamber contains pure

SCN, several thermistors, and four stingers on which the dendrite growth is initiated. The tips of

the stinger tubes are located at the corners of a tetrahedron with edge lengths, and hence spacing

between the tips, of 10 mm. Thermoelectric coolers are mounted on the stinger ends opposite to

the tips. An experiment starts by melting the SCN, then cooling the liquid to establish the desired

supercooling in the growth chamber. The thermoelectric coolers are initiated and, after some time,

dendrites start to emerge at the stinger tips. Although the present setup does not yet allow for a

quantitative evaluation of the growth phenomena, we have performed image analysis in order to

demonstrate some of the measurement techniques [ 1,2]. We are presently using this setup to

examine numerous issues regarding the design of the planned microgravity experiment, including

dendrite initiation, imaging methods, stinger design, and others.
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IV. Modeling

The proposed microgravity experiment is supported by several modeling efforts. The models are

not only intended to provide the theories that will be tested using the microgravity data, but will

also be used to simulate the experiment.

In one of the models, the thermal interactions between the equiaxed crystals are fully accounted for

by numerically calculating the three-dimensional, transient temperature field in the supercooled

melt. The shape evolution and crystallographic orientation of the crystal envelopes are calculated

by linking the numerical solution with a local analytical solution for the dendrite tip speeds. A

representative simulation result for a single equiaxed crystal is shown in Figure 2 [3]. This

mesoscopic model was validated for the steady growth of a single crystal using IDGE data. The

full model is used to establish the requirements and parameters for EDSE. Ultimately, we also plan

to use the model to simulate the microgravity tests, in order to quantify the thermal field in the

growth chamber.

Figure 2. Mesoscopic simulation ofequiaxed dendritic growth: the surface represents a confocal

envelope around the dendrite arms, while the colors indicate the temperature on the envelope.

We have also performed direct numerical simulations on a microscopic scale using the phase-field

model to study the growth interactions of equiaxed dendrites and the resulting transients in the

dendrite tip speeds and radii. While simulations cannot yet be achieved for the conditions of the

planned experiment, they do provide fundamental insight into issues such as dendrite tip operating

point selection in the presence of growth interactions and transients. A major accomplishment has

been the inclusion of melt convection in the phase-field model [4-6]. Figure 3 shows a representa-

tive simulation result where a uniform flow enters from the top of the domain. The selection of the

velocity and shape of the dendrite tip was investigated as a function of flow rate, growth direction

relative to the flow, and anisotropy strength [6].
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Figure3.Two-dimensionalphase-fieldsimulationof dendriticgrowthwith convection;theblack
contourline isthesolid-liquidinterface,thecolorsindicatetemperature,andthelightinterrupted

linesarestreamlines(atunequalintervals).
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INTRODUCTION AND OBJECTIVES

A space experiment, and supporting ground-based research, is proposed to study the microstruc-

tural evolution in free dendritic growth from a supercooled melt of the transparent model alloy

succinonitrile-acetone (SCN-ACE). The research is relevant to equiaxed solidification of metal

alloy castings. The microgravity experiment will establish a benchmark for testing of equiaxed

dendritic growth theories, scaling laws, and models in the presence of purely diffusive, coupled

heat and solute transport, without the complicating influences of melt convection. The specific

objectives are to:

• determine the selection of the dendrite tip operating state, i.e. the growth velocity and tip

radius, for free dendritic growth of succinonitrile-acetone alloys

• determine the growth morphology and sidebranching behavior for freely grown alloy
dendrites

• determine the effects of the thermal/solutal interactions in the growth of an assemblage of

equiaxed alloy crystals

• determine the effects of melt convection on the free growth of alloy dendrites

• measure the surface tension anisotropy strength of succinonitrile-acetone alloys

• establish a theoretical and modeling framework for the experiments.

Microgravity experiments on equiaxed dendritic growth of alloy dendrites have not been per-

formed in the past. The proposed experiment builds on the Isothermal Dendritic Growth Experi-

ment (IDGE) of Glicksman and coworkers, which focused on the steady growth of a single

crystal from pure supercooled melts (succinonitrile and pivalic acid). It also extends the Equiaxed

Dendritic Solidification Experiment (EDSE) of the present investigators, which is concerned with

the interactions and transients arising in the growth of an assemblage of equiaxed crystals

(succinonitrile). However, these experiments with pure substances are not able to address the

issues related to coupled heat and solute transport in growth of alloy dendrites.

I. Review of Previous Research

Chopra et al. [ 1] have conducted Earth-based experiments on free dendritic growth into a super-

cooled melt for the SCN-ACE system. Representative results, carefully extracted from the paper

of Chopra et al., for the measured dendrite tip velocity, V, and radius, R, as a function of the solute
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concentration,C0, are shown in Figure 1 (symbols) for three different supercoolings, AT (0.1,0.5,

and 0.9 K). At all supercoolings, the growth velocity shows a maximum at around 0.1 mol%

acetone, while the radius reaches a minimum. This behavior can be explained by the competition

between thermal and solutal effects. Small solute additions destabilize the tip, making it sharper

(smaller radius) and thereby increasing the growth velocity. On the other hand, the solute diffuses

about 100 times slower than heat, resulting in a decrease in the growth velocity at higher concen-
trations.

Early models of free dendritic growth into a supercooled alloy melt have been proposed by Langer

[2], Lipton et al. (LGK) [3, 4], and Karma and Langer [5]. These models all use marginal stability

theory to determine the operating point of the tip through the introduction of a stability constant cy*.

Lipton et al. (LKT) [6] generalized the LGK model and extended it to high growth rates. The LKT

model (or LGK model in the low growth rate limit) is now the most commonly used model for

dendritic growth from a supercooled alloy melt, and is reviewed in greater detail next. In 1985,

Karma and Kotliar [7] developed the first microscopic solvability theory (MST) for the alloy case

based on a boundary layer approximation for the thermal and solutal diffusion fields. Ben Amar

and Pelce [8] generalized this theory to a fully non-local model for alloy dendrites at low

supercoolings. MST is a more self-consistent solution to the dendrite problem than marginal

stability theory, but gives the same results except that the parameter cy* is a function of the interface

energy anisotropy.

In the LGK/LKT model, the heat and solute diffusion field around the tip is obtained from the

Ivantsov solution for a parabolic needle crystal. Then, the total supercooling AT (including the

capillarity correction) can be related to the thermal (Pt=VR/2ot) and solutal (P=VR/2D) Peclet

numbers through

(_AH)Iv(P)+ kATgh'(P) + 2FAT=
"_ cL 1-(1-k)lv(P) _ (1)

where AH is the latent heat of fusion, cL is the liquid specific heat, k is the partition coefficient, AT 0

is the equilibrium freezing temperature range, Iv is the Ivantsov function, D is the liquid mass diffusivily,

ot is the liquid thermal diffusivity, and 1-"is the Gibbs-Thomson coefficient. The above equation only

provides the product of V and R as a function of the supercooling. A unique tip operating state (i.e.,

tip radius) can be obtained from the following tip selection criterion for low Peclet numbers [3, 4, 6]

R_

[7'/(5*

kA7 0 _ (,9-//c,'_1
[2P(l_(l_k)Iv(P)J+Pt_. _ ")1

(2)

where _* is the stability or selection constant, and ]3 is approximately unity. As used in equation

(2), _* is independent of the tip speed and solute concentration [9].

Results of applying the LGK/LKT model to the experiments of Chopra et al. [ 1] are shown as

solid lines in Figure 1. For these calculations, the value of cy*=0.02 was used. It can be seen that

the theory correctly predicts the measured velocity maximum at around 0.1 mol% acetone. How-

ever, there is poor quantitative agreement otherwise. The differences at vanishing solute concentra-

tion (C0=0, pure SCN) can be attributed to buoyancy-driven thermal convection effects, which

diminish as the supercooling approaches 0.9 K (lower panels). At finite solute concentrations, the
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Figure 1. Comparison of LGK/LKT theory (with {_*=0.02) with the ground-based tip

velocity and radius measurements of Chopra et al. [ 1] for succinonitrile-acetone.

agreement between the Earth-based experiments and the LGK/LKT model is poor even at the

higher supercooling (0.9 K) where thermal convection is not important for pure SCN. Chopra et al.

attribute this disagreement at higher solute concentrations to the effects of buoyancy-driven solutal
convection.

The issue of measuring the selection constant {_* for succinonitrile-acetone alloys is examined in

greater detail in Figure 2. To obtain this figure, we used the V and R data from Chopra et al. [1 ]

and substituted them into equation (2) to determine {_*. It can be seen that despite the presence of

thermal convection, the value of {3*=0.02 for pure SCN (C0=0) is reasonably well verified for all
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three supercoolings. The IDGE microgravity experiments for pure SCN have yielded a very

similar value. It is interesting to note that thermal convection in the pure SCN experiments appar-

ently does not influence significantly the selection constant, because cy* is approximately the same

at all three supercoolings.

1"3"

0,1

I)(Ig

0¸(;'6

0O4

0()2 _Q

o ,_I=0.1K

• AT=O.SK

× A'F=09K

a I I I , I i I h

L_ 1 I) 2 03 I}4 0 5

Co (tool.%)

Figure 2. Selection constant _* as a function of solute concentration obtained from

the LGK/LKT selection criterion [equation (2)] using tip velocity and radius data

from the ground-based experiments of Chopra et al. [1] for succinonitrile-acetone.

For solute concentrations beyond 0.05 mol% acetone, the measured cy* values in Figure 2 experi-

ence an abrupt rise. Furthermore, at a given concentration the _* values for the three different

supercoolings are widely scattered. It is important to realize that the measured variation of c_*

with concentration is not in agreement with LGK/LKT theory, which states that cy* as defined in

equation. (2) is independent of concentration (and should thus remain at 0.02). This disagreement

with theory forms the main starting point for the proposed microgravity experiment, and the fol-

lowing additional observations can be made:

• Buoyancy-driven solutal convection could be responsible for the disagreement; however, as

noted above thermal convection does not cause such significant variations in c_*. Also, the

fact that at a given solute concentration the _* value for AT=0.9 K is sometimes above and

other times below the value for AT=0.1 K, while the value for AT=0.5 K is always below

the other two values, cannot be explained by solutal convection alone.

• It is possible that the anisotropy strength of the surface tension depends on the solute

concentration. Then, MST would predict a variation of c* with concentration (even though

only the surface tension anisotropy of the pure solvent enters into MST). Unfortunately, the

surface tension anisotropy has not been measured as a function of concentration for

succinonitrile-acetone alloys.

• The experiments of Chopra et al. [ 1] show a change in the dendrite morphology with solute

concentration. The sidebranches move up toward the tip, as the concentration is increased

initially and then recede backwards along the dendrite when the concentration is increased

further past the point of maximum velocity. These strong variations in sidebranch activity

with solute concentration could be responsible for the disagreement of the cy* measurements

with theory. Also, Chopra et al. observed occasional tip splitting at around the maximum
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velocitypoint,whichcannotbeexplainedby presenttheories.Bothof thechangesin the
dendritemorphologywithconcentrationarelikelyduetothelargedisparityin thethermal
andsolutaldiffusion lengthsaroundagrowingalloydendrite.

Currenttheoriesattributesidebranchingto theamplificationof thermalnoisealongthesidesof
dendrites[10].Moreover,it hasrecentlybeenshownthattherateof amplificationis verysensi-
tive to thetip morphology,andin particularto its non-axisymmetricdeparturefrom aparaboloid
of revolutionasrecentlyemphasized[10].Thereforethereis the interesting,butyet untested,
possibilitythat theenhancementof sidebranchingby adilute impurity is dueto a changeof tip
morphology.Accuratemeasurementsin theabsenceof convectioneffects(i.e., in microgravity)

will allow us to correlate the level of sidebranching activity with the tip morphology and thus to

test this hypothesis, adding in an important way to our fundamental understanding of the

sidebranching mechanism in alloy systems.

II. Proposed Research

The proposed experiment will be performed using the transparent model alloy succinonitrile-

acetone, which has been characterized extensively in previous Earth- and space-based experiments.

Similar to IDGE and EDSE, the dendrites will be grown from stinger tips inside a temperature

controlled growth chamber. First, a series of tests is planned for the steady growth of a single

dendrite into an essentially infinite alloy melt. The initial thermal supercooling and the alloy con-

centration will be varied. Changing the alloy concentration in space will require some modification

of the EDSE hardware. Optical imaging will be used to measure the dendrite tip speeds and radii,

as well as microstructural parameters related to the dendrite sidebranches. Then, in a similar man-

ner as in EDSE, experiments will be performed with multiple crystals growing from separate

stingers in order to study thermal and solutal growth interactions and transients. This can be accom-

modated in the same growth chamber. While this represents an ambitious experimental program, it

is believed that it can be accomplished in the long-duration microgravity environment available on

the International Space Station. A corresponding set of Earth-based experiments will be per-

formed to help in the design of the flight hardware and to establish benchmark data in the presence

of convection effects. The surface tension anisotropy strength of succinonitrile-acetone alloys will

be measured in specially designed Earth-based experiments.

Extensive theoretical analysis and numerical modeling will support the space experiment. Simula-

tions will be performed of the free growth of alloy dendrites using the phase-field model as well as

a novel mesoscopic modeling technique developed within the EDSE project. Melt convection will

be modeled in some simulations in order to help understand its effect. In addition, new analytical

models for the growth of single and multiple equiaxed alloy dendrites will be developed.
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INTRODUCTION

Transport phenomena in microgravity and their influence on the microstructure of alloys during

solidification have been studied by a number of researchers using either carefully crafted experi-

ments or numerical computations. Novel experimental and numerical methods are applied in this

work to study solidification processes in order to produce an improved fundamental understanding

of solidification processes, including the role played by buoyancy-driven convection phenomena in

determining the microstructure. A brief overview of our new program and the expected results are

provided below.

The experimental work consists first of making quantitative measurements of the velocity field, and

subsequently temperature field, during the solidification of an optically transparent analog of a

binary metallic alloy. A novel Molecular Tagging Velocimetry (MTV) technique is used to perform

the velocity field measurements. Attempts will also be made to combine MTV with Laser-Induced

Fluorescence (LIF) in order to perform simultaneous temperature and velocity measurements. Such

quantitative measurements during the solidification process will enhance our understanding of the

diverse transport phenomena occurring during solidification and permit the refinement of the

phenomenological models used in averaged transport equations. The experimental data will be

compared with the results of solving the averaged governing equations.

The objectives of the numerical research are to use a fictitious domain approach to solve averaged

governing equations describing the overall solidification process. The use of this method will

reduce the time required to generate models by eliminating the need for cumbersome mesh genera-

tion. The method is also highly efficient for large problems. The model will be tested against the

experimental data, as they become available, and improved as needed. In the following, a brief

description of the numerical and experimental aspects of this work is provided.

I. Background on Solidification Processes with Convection

A significant amount of literature is now available concerning the solidification of an alloy with

thermosolutal convection. It has been studied analytically using linear stability analysis (e.g.

Worster (1997)), numerical ly (e. g. Neilson and incropera ( 1991 )) and experimentally (e. g. Prescott

and Incropera (1996)). Complex numerical models of solidification processes have started to
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emergeoverthepastfifteenyearsandexperimentalstudieshavebeenperformedonalloy solidifi-
cationto verifyvariousaspectsof thesimulations,usingqualitativemethodsmostly,or using
punctualmeasurements.It isnowpossible,with the increaseincomputerpoweravailable,to
incorporateanumberof importantphysicalaspectsof alloysolidificationintoanumericalmodel
andthereisanongoinginterestindevelopingmoresophisticatedmodels.

FigureI. Observationof convectiveplumesemergingfrom themushyzoneduringthe
solidificationof an ammonium chloride solution.

There are, however, a number of issues such as nucleation, turbulence, or settling of dendrites, that must

still be addressed before models can provide accurate quantitative predictions of such complicated

phenomena. Software that incorporates many but not all of these features is presently available, but

results from these simulations have been verified experimentally only with limited data. Typically,

commercial codes are capable of 3-D simulations of solidification processes without turbulence, and

kinetics effects (nucleation, growth of equiaxed dendrites) are not always included. Also, a significant

meshing eflbrt is always required to describe the geometry of the part, especially in 3-D.

To address these problems, the PIs propose to pursue a unique combined numerical and experimental

work. The numerical work will be based on a numerical model and solution strategy that:

• Requires no underlying mesh for performing the computations, resulting in significant time

savings during the overall modeling (this is especially important during a design phase)

• Is capable of handling complex transport phenomena for 3-D complex geometries without

meshing eflbrt

• Will be verified experimentally with in-situ dynamic measurements of the entire velocity and

temperature fields.

The experimental work will use a new technique that:

• Allows in-situ dynamic measurements of whole temperature and velocity fields in samples of
various sizes

• May result in simultaneous velocity and temperature measurements

• Has the potential for a scaled-down experimental setup sufficiently small to allow similar

measurements in space.

II. Computational Aspects of the Proposed Work

A number of approaches have been presented in the literature to describe the relevant transport

phenomena associated with solidification. Most notable are the works of Bennon and Incropera

(1988), Rappaz (1989), Ni and Beckerman (1991), Ni and Incropera (1995), Beckermann et. al.
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(1993,1996)andKraneandIncroperaet al. (1997a, 1997b). Two- and three-dimensional simula-

tions were performed in which continuity, momentum, mass diffusion, and the energy equations

were solved to obtain a description of the solidification process.

In this work, it is proposed to implement a model based on a volume averaging procedure in order

to study the characteristics of channel formation in the mushy region formed by the dendritic

growth process under the influence of gravity. It will also be used to study the effect of scaling the

mold size on the channel formation, and the orientation of the gravity field with respect to the

chilled side. More complexity can be added to the macroscopic model in order to simulate the

coarsening process in the mushy zone with time and the effects on the permeability.

The governing equations derived with the volume averaging procedure can be solved using

standard methods such as finite elements or finite volume methods provided that the domain is

appropriately described with an accurate mesh. This is not easy to do when the geometry is as

complex as illustrated in Figure 2.

._,FD

mmmlmmmo

mmummm
mmi_llnlR

Figure 2. The fictitious domain method consists of embedding a complex geometry into a simpler

auxiliary domain and using a periodic extension of the fictitious domain to allow the use of peri-
odic functions such as wavelets.

This is where the introduction of a new set of approximations for the unknowns can help. Ideally,

one would want to use functions that can be expressed without need for an underlying, structured

mesh. Yet these functions must be able to localize values of u, the velocity for example, at the

boundary (so that boundary conditions may be applied). Finding such functions is of course very

difficult. What one can do instead is to introduce afictitious domain fl VDthat encloses the true

domain but has a much simpler geometry (_ FDis in fact a square in R 2 or a cube in R 3) as

illustrated in Figure 2. The goal is to solve a problem in some sense equivalent to the original

problem, but defined on the much simpler domain 1"_FD. This is the so-called fictitious domain

problem.

In the fictitious domain problem we look for the unknows, e.g. uv°, p VO, TvD, and C FDdefined

over the whole fl Ft,, such that it is expected that they will provide a good approximation to the

governing equations defined on the original problem, and that u vo ]_ _ u i.e., that the restriction

of the fictitious domain solution to converge to the solution of the original problem. Admittedly, the

formulation of a successful fictitious domain approximation is delicate and there are a number of

issues unresolved in the literature e.g. mixed boundary conditions, or the application of boundary
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conditionsof thethirdkind (otherb.c.scanbeaccommodated).Thetreatmentof boundaryterms
requiresspecialattentionfor theconversionof termssuchas

problent domain

problem

We recognize these difficulties but point out that there are hopeful signs that the strategy will

succeed for all types of boundary conditions. Fictitious domain methods have been applied with

success in a number of contexts, to solve problems in heat conduction, elasticity, heat transfer, and

flow problems e.g. Bertrand et al. (1997), Diaz and DeRose (1998). Particularly relevant to this

work are the results presented by Glowinski et al, (1998) where the integrals over the embedded

domain boundaries are converted into volume integrals using measure theory and wavelet approxi-
mations

Once the problem is cast over the fictitious domain, it is easier to introduce approximations of u vD

and pFD that require no structured mesh. To facilitate computations we will explore the use of_ FD

periodic functions. A particularly effective way to discretize the new fictitious domain formulation

is to express dependent variables such as u vD, pVD,TFD and C vD using wavelet bases. As wavelet

functions localize behavior in both frequency and space domains, wavelet bases have a built-in

mechanism to accommodate multiple scales in the geometry of the original problem, as well as in

the physics of the problem.

III. Experimental Aspects of the Proposed Work

Semi-transparent an'dog alloys have been used for experimental studies because they permit optical

access to the sample, which has proven useful for flow visualization and morphological studies. Aque-

ous ammonium chloride is such a system and has been used rather extensively because of its convenient

freezing range and its crystallographic similarity to most metals (dendritic morphology) (Prescott and

Incropera, 1996). Another advantage is that the thermophysical and transport properties are well known

(e.g., Beckermann and Wang, 1996) and that the system behaves in a very similar manner to metallic

alloys, even though their Peclet numbers are different (convection wilt have a different importance with

respect to molecular transport processes).

The system configurations studied include a comparison of experimental data and numerical predictions

for unidirectional solidification in a bottom-chilled, and 2-D rectangular cavity configuration (Magirl and

Incropera (1993)). Christenson et al., (1989) compared experimental data and numerical predictions for

a side-chilled, rectangular cavity configuration and they found qualitative agreement between experi-

ments and computations. Most notably, the initial conditions were found by Christenson et al., to have a

very strong influence on the outcome of the computations, especially the initial concentration. The

advantages offered by optical access will be further leveraged in the proposed work by applying MTV

to quantify velocity fields during solidification.

A molecular complex is suitable for molecular tagging applications if its lifetime as a tracer is long

enough relative to the flow convection time scale to allow sufficient displacement of the tagged regions.

Since the typical velocities associated with solidification are relatively small ( 10 mm/s for plumes

(Magirl and Incropera (1993)) a long lifetime tracer is required. Two possible tracer candidates are

recently-designed supramolecular complexes (Gendrich et al., (1997)) and caged fluorescein. Examples
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Figures 3.1 and 3.2. Example of an undistorted grid (3.1 a) and a distorted grid at two delay times

(3.1 b and c) along with the velocity field deduced from these data (3.1 d); the instantaneous

whole-field measurement (3.2) of two components of the velocity vector over a plane.

of velocity field measurements that can be obtained with MTV are shown in Figures 3.1 and 3.2.

We have performed a number of preliminary experiments relevant to this work. A simple version of

the Magirl and Incropera (1993) bottom-chilled solidification system was constructed in our labora-

tory. We were able to use MTV to measure velocity in a sample of aqueous ammonium chloride,

and this is shown in Figure 4 (Wirtz (1998)). This allowed determining the velocity within and

around a plume located above a chimney. Notice that the 1mm plume diameter is very well cap-

tured with MTV. ......................................................................

Figure 4: Velocity field measured from the displacement of the line by fluid motion 1 mm

above a chimney [Wirtz et al ( 1998)].

IV. Summary of the Benefits of this Work

Some of the short-term benefits of the combined work are:

• The capability to "simultaneously" measure local temperature and velocity makes it pos-

sible to determine to what extent local thermodynamic equilibrium can be assumed at any

location within the system.

• The porosity of the mushy zone is an important modeling parameter that cannot be deter-

mined easily. Detailed velocity field, including that close to the solid/liquid interface can be

used in conjunction with modeling and inverse methods to infer the mushy zone porosity

for defined situations of interest.
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• Theability toquantifythelocalvelocityandtemperaturein theimmediatevicinity of
crystalsgrowingorshrinkingin anequiaxedfashionwouldbeimportantrelativetorecent
modelingresearch(Wanget al (1995)).

• Detailed local velocity and temperature field measurements at the solid/liquid interface at

early stages of solidification would provide important experimental details related to stabil-

ity analyses.

• The development of a code that can perform rapid simulations without having to mesh

complicated geometry will result in significant reductions of the design cycle.

• It will be possible to assess the validity of the codes and models by using the quantitative

information obtained from the measurements at any time as initial conditions and compare

the solution with measurements at a later time.

• New algorithms and computational methods will result from this work.

The long-term benefits of the proposed work are also important as it may be possible to modify

existing setups on-board the experimental space station and study quantitatively a multitude of

ground-based or space-based manufacturing processes. It will be possible to study a wide-range of

microscale and macroscale phenomena not necessarily related to solidification.
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KINETIC EVOLUTION OF STABLE AND METASTABLE STATES IN PROTEIN

SOLUTIONS

Aleksey Lomakin, Neer Asherie and George B. Benedek
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Center, Massachusetts Institute of Technology, Cambridge MA 02139-4307

INTRODUCTION

The thermodynamic properties of protein solutions are important in many industrial, scientific,

pharmacological and pathophysiological applications. These applications include the large scale

separation of genetically engineered proteins, the production of crystals of biologically important

proteins for the determination of their three-dimensional structure, the stability of highly concen-

trated pharmacological solutions of biological macromolecules and the inhibition of phase

separation in protein condensation diseases. In all such applications the fundamental information

required is the phase diagram of the macromolecule in question at various values of ionic

strength, pH and temperature. Furthermore, it would be extremely valuable to be able to predict,

even approximately, the location of the relevant phase boundaries. For this purpose it is highly

desirable to establish the generic features of the phase diagram of protein solutions.

Phase diagrams have proven to be vitally important tools in the processing of a large variety of

organic and inorganic materials, including metals, alloys, colloids and synthetic polymers. The

phase behavior of protein solutions shares some general features with these systems. However,

there are aspects of the phase behavior which make protein solutions unique. Proteins exhibit

phenomena such as metastable liquid-liquid phase separation, aggregation, self-assembly, and

gelation which are not seen in atomic and molecular systems. Our central objective is to investi-

gate the phase behavior of protein solutions so as to effectively facilitate their materials process-

ing.

We have been using a combination of experimentation, computer simulations and analytical

theory to discover the factors which determine the location of the phase boundaries of protein

and colloidal solutions. We have recently succeeded in demonstrating that, for a sufficiently

short range of interaction, liquid-liquid phase separation becomes metastable with respect to

crystallization. We have observed experimentally the metastability of liquid-liquid coexistence

in the y-crystallins, a family of proteins whose phase transitions are implicated in cataract formation.

Over and above this, we have discovered that the experimentally determined coexistence curves and

solubility (or liquidus) lines differ significantly from those calculated using only isotropic short-range

intermolecular potentials. We are able to explain the discrepancy between the experimental observations

and the predictions based on isotropic interactions by including a hitherto neglected feature: the very

large anisotropy in the interaction between proteins. Such anisotropy also appears to be crucial for
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amorphousaggregateformation,whichisofparamountimportanceforthepracticaluseof proteins.We
believethatourapproachshedslightonthephenomenonofproteinaggregation.Ofcourse,for a
completedescriptionof proteinaggregation,anunderstandingofthekineticbehaviorof proteinsolutions
isneeded.

Theformationof newphasesis knownto bestronglyinfluencedby thephenomenaof gravity-
drivenconvectionandsedimentation[1,2]. This is especiallytruefor proteins,sincetheyare
largeparticleswith slow kineticbehavior.Undermicrogravityconditionstheeffectsof convec-
tion andsedimentationaregreatlyreduced,andthustransformationswhich areusuallymasked
by thepresenceof gravity canbeobserved.Indeed,it hasbeenrecentlyfoundthatglassycolloi-
dalsuspensionswhichdid notcrystallizeonEarthfor overayearformedcrystalsin microgravity
conditionswithin amatterof days[3]. Microgravityconditionswill similarly elucidatethe
varietyof condensedphasespossiblein proteinsolutionsandprovide importantcheckson the
modelfor theproteininteractionswhichwe investigate.

Results

We have developed an innovative Monte Carlo algorithm to analyze the liquid-liquid coexistence

curves of the _/crystallins [4]. Our Monte Carlo method uses analytic extrapolation techniques, in

addition to simulation, to reconstruct the liquid-liquid coexistence curves. Our results are in perfect

agreement with those obtained by more traditional Monte Carlo algorithms [5-7], but our scheme, by

the economy of its design, dramatically reduces the computational time required to efficiently obtain the

coexistence curves for the short ranges of interactions appropriate for protein solutions. Our Monte

Carlo procedure also permits us to determine the solubility curves, since we are able to calculate the

chemical potential of the liquid phase. The chemical potential of the solid phase is obtained using the

Lennard-Jones Devonshire cell model [8].

Until recently, the only simulations available were those based on the assumption of isotropic

interactions between the proteins. As we have stated in the introduction, in order to accurately

describe the locations of the phase boundaries, the protein interactions should be modeled as both

short-range and anisotropic ("aeolotopic"). We use a simple model in which the energy of each

particle depends only on its position relative to other particles and on its own orientation, but is

independent of the orientation of other particles. A protein molecule is represented by a spherical

particle with a "map" of attractive regions covering a fractional area a of the surface. In our work

maps consisted ofs non-overlapping spots of equal area on grids formed by equidistant meridional lines

intersected by lines of constant latitude. As in the isotropic square well [9], particles i andj are said to

be neighbors if the distance r 6 between the centers of the two particles lies within (_< r i. <Lcy (where
)_is the reduced range of interaction and (r is the diameter of the hard core). A particle i is said to make

a eontact with its neighborj if the vector r(/passes through an attractive spot on protein i. The energy
is defined as - e/2 times the number of contacts made by the particle.

When the interactions between proteins cannot be averaged over orientations, the aeolotopic

nature of these interactions becomes essential. We have argued that this happens when a particle

cannot make all contacts with its neighbors (except, perhaps, in a very few special orientations)

[ 10]. In Figure la we show the results of our simulations for the probability p,, that a particle cannot

make all contacts with n randomly located neighbors for n=3 (squares) and n=5 (circles). Each point

represents the results for a different map. As expected, maps with different patterns of the attractive
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spots, but the same s and a, have similar probabilities. The lines are the theoretical predictions [10].

Whenp,, =1, only very specific configurations of neighbors allow contacts with all neighbors and the

potential is not averageable, whereas when p,, =0, "allcontacts are made in numerous orientations and

the aeolotopic potential is averageable. In Figure lb we present the simulation results for p,,(s,a)=0.5

for n=3 (squares) and n=5 (circles). For maps whose s and a fall significantly above the open symbols

(i.e. p,, < 0.5) the potential is averageable, below it is not. The lines are the theoretical results [10]. The

solid triangle in Figure I b corresponds to the parameters of the map we have used in Figure 2 (s=25,

a=0.01 ).

The key parameter which determines whether an average potential can be used instead of an

aeolotopic one is the number of neighbors n. Interactions which are averageable near the liquid-

liquid critical point, where n is approximately three [4], may no longer be averageable in the

crystal, where n > 5. Thus it is not always appropriate to use the same effective potential to

describe both the liquid and solid phases.

This conclusion is borne out when we analyze the phase diagram of globular protein solutions. In Figure

2 we show as open symbols the liquidus line (squares) and coexistence curve (circles) measured for the

protein 7IIIb-crystallin [ 11,12]. We have previously shown that the isotropic square well model with a

reduced range of interaction _, = 1.25 produces the correct coexistence curve (blue coexistence curve),

provided that the depth of the potential has the appropriate temperature-dependence [4]. However the

liquidus line predicted using the same potential in the solid (dashed red line) differs significantly from the

experimental results [8]. The aeolotopic model provides a much more accurate representation of the

liquidus line (blue liquidus line), and accounts in a natural way for the difference in the apparent poten-

tials in the liquid and solid phases.
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THEORETICAL INVESTIGATIONS OF THE MECHANICAL AND ELECTRICAL

PROPERTIES OF CARBON NANOTUBES

Jerry Bernholc and Christopher Roland
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Carbon nanotubes are perhaps one of the more interesting of the new materials to emerge from

recent scientific research. This excitement and interest derives largely from the unusual mechanical

and electrical properties of nanotubes, which should allow for unique applications of interest to

NASA. For example, nanotubes are predicted to be superstrong, lightweight fibers with remarkable

resilience to strain. Nanotubes may therefore provide the basis for a new class of composites, as

well as providing a fundamental structural component at the nanometer length scale. Turning to

their electronic properties, nanotubes may be either metallic or semiconducting, and therefore have

the potential of forming the basis of a future, all-carbon nanotube-based microelectronics. On our

presentation, we will give a brief description of our theoretical investigations of nanotubes, with a

focus on their mechanical and electrical properties. The studies were carried out with a series of

complementary numerical methods covering different length and time scales, including ab initio

and classical molecular dynamics simulations methods.

While the outstanding mechanical properties of carbon nanotubes have already been explored

theoretically, there has been, until recently very little understanding of the microscopic origins of

these mechanical properties. Our studies show that it is the high strength of the sp 2bond, combined

with the remarkable flexibility of the hexagonal network that plays a crucial role in these enhanced

properties. Detailed classical and quantum simulations of the strain release mechanisms of

nanotubes under tension show that the excess strain is released by the formation of a (5-7-7-5)

defect via the rotation of a carbon-carbon bond about its center [ 1]. Such a defect is formed

spontaneously under tensions of 5 %, or more and marks the onset of further transformations, either

via plastic transformation (separation of dislocation cores) or brittle (crack formation and exten-

sion). Because of the anisotropic nature of the graphene sheet comprising the nanotubes, the

specific response of the nanotube depends on the helicity of the nanotube - i.e., the way in which

the graphene sheet is rolled. We have therefore calculated a map of the different response of the

nanotubes towards strain [2], shown in Figure 1. Roughly speaking, ductile behavior is associated

with armchair (n,n) nanotube, while brittle behavior is characteristic of (n,0) zigzag tubes.

To the best of our knowledge, this is the first such classification of the material properties of a such a
material.
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Figure 1. Ductile-brittle domain map for carbon nanotubes with diameters up to 13

nm. Different shaded areas correspond to different possible behaviors, as discussed

in detail in Reference [2].

Furthermore, we have also investigated the mechanical properties of nanotubes in the presence of

ad-atoms and ad-dimers [3]. Most interesting, in the presence of ad-dimers a new set of defects

form which consist of rotated hexagons separated from the rest of the nanotube via (5-7) pairs, as

shown in Figure 2. Under tensions of 5-10 %, it is favorable for the number of hexagons in these

extended defects to increase ultimately forming a small tube segment having a different helicity

thereby allowing for the natural formation of different electronic heterojunctions. Our studies

indicate that the formation of such structures is most favorable for zigzag tubes. Thus, ad-dimers

induce plastic behavior on tubes that are otherwise brittle in a controlled manner, as shown in

Figure 3.

d)

Figure 2. Sample configurations showing the time evolution of a carbon ad-dimer on a ( 1O, 1O)

nanotube under 3% strain: (a) (7-5-5-7) defect forms after 4 ps; (b) bond rotation leads to defect

with one rotated hexagon at 346 ps; (c) two hexagons at 421 ps; and (d) three hexagons at 2.35 ns.

Since identification of the different defect structures will mostly be via scanning tunneling micros-

copy (STM), we have simulated images of these native defects on carbon nanotubes using a

standard tight-binding model [4]. For the most part, the simulated STM images show a strong

correlation with the underlying atomic structure. The images are for most part unique, and are

dominated by "rings" that are associated with the pentagons inside the defect. We have also simu-

lated STM images of different electronic heterojunctions, such as quantum dots and MIMs of
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Figure3. Timeevolutionof a(17,0)nanotubewithanad-dimerunder7.5%strainat3000K, illustrating
thespontaneouswindingof thedefectaroundthetube:(a)theinitialconfigurationconsistingof asingle

turn,and(b)thefinalconfigurationcorrespondingtoaboutthreeturnsafterIns.

varioussizes.Theseimagesarefor themostpartdominatedbythe(5-7)pairsattheedgesof the
defects:thesandwichedtubeonlybecomesapparentwhenthestructuresaresufficientlyelongated.
An exampleof suchanSTMpictureisshownin Figure4.

Figure4. STM imagesof (17,0)/(8,8)/(17,0)carbonnanotubeheterojunction:(a)and(b)showthe
STMimageandthecorrespondingatomicgeometry;(c)and(d) thesamefor theheterojunction

with the(8,8)sectionartificiallyenlarged.Formoredetails,seeReference[4].

Turningto theelectronicpropertiesof carbonnanotubes,it hasalreadybeennotedthatnanotubes
havethepotentialof formingamicroelectronics.Progresshasbeenrapid,andsomeprototypical
deviceshavealreadybeenexploredwithnanomanipulators.In orderto investigatetheconductance
of nanotubes,oneof thekeycomponentsneededtocalculateI-V curvesatthenanometerlength
scale,wehavecombinedstandardtight-bindingformalismandanorbital-basedab hzitio approach

[5] with a Green's function based formalism and used the Landauer formula to calculate conduc-

tances [6].
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Initially, ourstudieshavetbcused on the strain-induced defects discussed previously [ 1-4], both on

pristine tubes and in the presence of ad-dimers. We find that the effects of the defects on the con-

ductance is relatively modest, so that it is unlikely that one can associate a specific conductance

signature with any given defect. As expected, defects usually decrease the conductances because of

enhanced backscattering effects. Many of the defects also lead to significant "dips" in the conduc-

tance, either slightly above or below the Fermi level. These effects are due to defect-induced

localized states, which show up as peaks in the local density of states, and as the rings associated

with the STM images already mentioned. Concerning transport through the different electronic

heterojunctions, there was no DC transport through the specific structures examined, without

significantly shifting the bias voltages, despite the significant number of states that are induced

within the gaps [4]. We have also examined much more distorted geometries such as bent carbon

nanotubes [7]. Bent armchair nanotubes keep their metallic character for most practical purposes,

even though there is an opening of a small symmetry-related pseudogap for small diameter tubes.

Metallic chirai nanotubes undergo a bending-induced metal-semiconductor transition that manifests

itself in the occurrence of effective barriers for transmission, while bent zig-zag tubes were always

lbund to be semiconducting for the diameters considered. Topological defects were always found

to increase the resistance of the metallic nanotubes to an extent that is strongly dependent on their

density per unit length. Finally, open-ended nanotubes that are put in close proximity with each

other were found to rebond and form conducting electrical contacts [7]. These results provide a

clear interpretation of some recent experimental findings, and suggest avenues for their uses as

devices.
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Figure 5. Conductance of a bent (6,3) chiral nanotube. Different curves correspond to different bending

angles: 6°, 24 °, and 42 ° as shown in the legend. Inset: conductance of a bent (12,6) chiral nanotube for

0% 120 angle. The Fermi energy is taken as reference. For more details, see Reference [7].

In addition to the DC conductances of carbon nanotubes, we have also studied their dynamic

conductances, i.e., the conductance in the presence of AC fields [8]. The AC response of the

nanotubes is, of course, complicated, because the time-dependent fields can take the system out of

equilibrium. Under AC conditions, electrodynamics shows that displacement currents are induced,

which can substantially alter the transport properties of the system. It is absolutely crucial to include

the effects of these displacement fields for two fundamental reasons. First, they are needed to

ensure conservation of the total current; second, quantum transport must be gauge invariant, which

implies that physics depends only on voltage differences. Another important phenomena associated

with the AC response of a conductor is that of photon-assisted tunneling: in the presence of a time-

varying potential, electrons can absorb photons and thereby inelastically tunnel through other
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levels.To investigate AC response of nanotubes, we have used the nonequilibrium Green's func-

tion formalism combined with simple tight-binding models. Specifically, the AC response of tubes

of different helicities, both with and without defects, and an electronic heterojunction were investi-

gated. Because of the induced displacement currents, the dynamic conductance of the nanotubes

differs significantly from the DC conductance displaying both capacitive and inductive responses.

The important role of photon-assisted transport through the nanotubes is revealed, and its implica-

tions for experiments discussed.

Finally, we have examined spin-coherent quantum transport through a carbon-nanotube based

magnetic tunnel junction device, as shown in Figure 6 [9]. This project is based on a recent experi-

ment [Tsukagoshi, Alphenaar and Ago, Nature 401,572 (1999)], in which nanotubes were

contacted to ferromagnetic Co leads. The data showed that the nanotubes have a very long spin-

coherence length which was estimated to be about 130 nm. Nanotubes may therefore be ideal

candidates for achieving molecular scale magnetoelectronics in which both the charge and spin-

degrees of freedom are used in the operation of a functional device. In order to understand these

devices, we first studied the behavior of finite-sized nanotubes coupled to metallic jellium leads.

The observed behavior is strikingly different from the previous results in that transport is now

dominated by length-dependent resonant tunneling, as shown by the sharp conductance peaks of

Figure 6. Physically, this resonance behavior may be attributed to scattering at the contacts between

the nanotubes and the leads. When the nanotube is contacted by ferromagnetic leads, we find clear

evidence of length-dependent spin valve effect of up to 20%. This is shown in Figure 7, which

displays the resistance as a function of the magnetization angle of the second lead: when the two

magnetizations are parallel, then the resistance is low; when the magnetization is antiparallel, the

resistance is high. These results are in complete agreement with the experiments and point to the

possibility of forming nanotube based spin-valve transistors at the nanometer length scale, as

already achieved in conventional multilayer technology.

In summary, we have examined both the mechanical and electronic properties of carbon nanotubes.

The mechanical behavior is dominated by the formation of a (5-7-7-5) defect, which forms sponta-

neously when the strain is 5 % or more. This defect governs the initial response of the nanotube,

i _'Ji -- _ldth_ I Ch) ti
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Figure 6. (a) Schematic plot of the nanotube magnetic tunnel junction with ferromagnetic elec-

trodes whose moments point in different directions. (b)-(d) Conductances (solid line) and local

density of states (dashed line) for (5,5) nanotubes as a function of electron energy. Here, (b) is for

length N=5; (c) N=6; and (c) N=7. For more information about the length-dependence of the

nanotubes, see Reference [9].
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Figure 7. Conductance of (5,5) nanotube device for different coupling parameters and tube

lengths, as a function of magnetization angle, as shown in Figure 6a. Results are: (a) for N=5; (b)

N=6; and (c) N=7 devices. Note the clear length-dependence of the spin valve effect. Here (d)

shows similar results for defective ( 10,10) nanotubes: lower curve - a (7-5-5-7) defect; upper curve

- a (5-7-7-5) defect. See Reference [9] for more information.

and because of the anisotropy of the graphene sheet, determines the brittle versus ductile behavior

of the nanotubes. In the presence of strain and addimers, a new set of extended defects form that

ultimately can be used to form different electronic heterojunctions on the (n,0) zigzag tubes. To aid

in the identification of these defects, we have simulated their STM signatures, which shows their

experimental identification should in principle be straightforward. Turning to the electronic proper-

ties of nanotubes and their devices, we have investigated their conductances with a Green's func-

tion based formalism. Transport properties of defective and bent nanotubes were studied, along

with the AC response of nanotubes. Finally, we have also invested the properties of nanotubes that

are contacted to ferromagnetic leads. Such devices display a clear spin-valve behavior, which

should allow for the formation of interesting spin-based devices.
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Ceramics provide a potentially very useful class of materials owing to their physical properties;

they are light, hard, resistant to abrasion, chemically inert, stable at high temperatures, and

excellent thermal and electrical insulators [1 ]. Further, by casting from a liquid suspension and

subsequently sintering, many complex parts and shapes can be fabricated [2]. Although the

resultant properties of ceramics can be outstanding, they often suffer from extreme brittleness.

This brittleness is caused by the propagation of cracks, which is in turn due to microstructural

defects. These defects may be caused by a number of different factors, such as particle agglom-

eration, migration or segregation prior to sintering, or due to inhomogeneous volume change

upon sintering. If a ceramic's microstructure can be controlled and rendered homogeneous prior

to (and after) sintering optimal material properties may be realized in an economic way.

Typically, high-performance ceramics are produced using monodisperse submicron-sized particu-

late suspensions from which the ceramics are cast. By controlling the size and processing a dense

uniform microstructure may be formed prior to sintering. This route has met with limited success

even though the maximum volume fraction of ceramic particulates that can be achieved prior to

sintering is 0.74. The limited success may stem from the fact that a perfect crystal of mono-sized

particles has slip planes that yield easily, and from the fact that there is still a large amount of

void space that must be eliminated upon sintering.

An alternate approach is to use a mixture of particle sizes [3,4]. It is well know that solids frac-

tions of 90% can be obtained with a bidisperse suspension of spherical particles. And even

greater loadings are possible with tridisperse systems. Crystalline slip planes can be eliminated

with a mixture of particle sizes. In addition to achieving high solids fractions, and therefore

reducing potential sintering inhomogeneities, a mixture of two different types of particles can

also impart desirable properties in a 'composite' ceramic. For example, zirconia in alumina has

been used to arrest crack propagation owing to the transformation toughening of zirconia under

stress [5]. Of critical importance for processing is the fact that particles that differ in size or

composition are subject to gravitational phase separation. Hence, processing in a gravity-reduced

environment offers substantial benefits.
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Forbi- orpoly-dispersesuspensionstobesuccessful,themicrostructuremustbecontrolledduring
processing.It hasbeenobservedexperimentallythatfor thesametotalvolumefraction,amixture
of twoparticlesizesleadsto areductionin thesuspensionviscosity,withobviousadvantagesfor
easeof processing[6-14]. Althoughthereareseveralheuristicmodelsto explainthisviscosity
reductionphenomena,thereisnofundamentalexplanationandverylittle theoreticalworkhasbeen
done.Furthermore,theviscosityreductionisonlyonefactor.Of muchgreaterimportanceis the
microstructureformedduringprocessing,for thisdeterminestheultimatesuccessor failureof the
ceramic.As anexampleof theimportanceflow hasonmicrostructure,figure 1showstheflow-
inducedorderingthatcanoccurin bidisperseBrowniansuspensions.Todatetherehavebeenno
experimentalstudiesof microstructureformationduringflow of bidispersesuspensionsandthe
resultsof thisstudyopenup theintriguingpossibilitythatonecanform highlyorderedstatesby
processing.TheresultsinFigure1,donotincludehydrodynamicinteractionsbetweenparticles
andit isanopenquestionwhethertheorderwill bedestroyedupontheinclusionof hydrodynam-
ics.

Figure2 showsresultsfor thezeroshearviscosityof abidispersesuspensionof Brownianhard-
spheresat atotal volumefractionof 0.45determinedby BrownianDynamics. Thesizeratio is 2
to 1. Thefigure showsthevariationin theviscosityasa functionof thefractionof smallpar-
ticles,Xs,comparedwith theexperimentalresultsof Shikata,et al [15]. The comparison is quite

encouraging and shows that the simulations are capable of quantitative predictions.

Future work will be to extend the simulations to a greater range of volume fractions and size

ratios. Over what range does the ordering persist? Can one see evidence of phase separation by

depletion forces? And how is this influenced by flow? Also, the simulation results are for

Brownian particles that do not interact hydrodynamically. For the shear thinning behavior shown

here, it is known that hydrodynamic interactions have only a quantitative, and not qualitative,

effect on the results. Does this carry over to mixtures as recent experiments suggest? At high

shear rates, however, hydrodynamically interacting hard-spheres show shear thickening due to

the formation of lubricationally bound clusters of particles. Will these clusters be disrupted by

the addition of small particles that can get into the lubrication gaps between the large particles

and break the connectivity and thereby prevent shear thickening? To answer this question, we

will need to improve the speed of the simulation of hydrodynamically interacting particles and

work is in progress in developing a fast O(N In N) Accelerated Stokesian Dynamics simulation

capability. Figure 3 shows that we have a method that scales linearly with the number of par-

ticles. This method is currently being extended to bidisperse suspensions.
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Figure 1.3-D location plots and 2-D density plots of the large particles in a bidisperse suspension

of Brownian hard spheres without hydrodynamic interactions at a total volume fraction of 0.45 for

different Peclet numbers (dimensionless ratio of shear to Brownian forces). The size ratio is 2:1

and 75% of the particles are large. The plots display the view looking down the velocity gradient-

vorticity plane - the flow is coming out of the page. On the density plots, green color denotes the

maximum likelihood of locating a (large) particle at that position while orange designates the

lowest probability. As the flow strength is increased the large particles order into flowing strings,

which are arranged in an hexagonal pattern. The small particles are located between the strings but
are not ordered.
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Transition metal nitrides have become increasingly attractive for their distinctive thermodynamic, me-

chanical, electrical, magnetic and superconducting characteristics; the high degree of melting tempera-

ture, hardness, electrical resistivity and magnetic susceptibility are comparable to the corresponding

transition metals. In particular, nitrides of the group IV metals in the periodic table, including titanium,

represent higher melting temperatures and chemical stability than those of the transition metals in other

groups, mainly due to the unique bonding structure between the solid metal and nonmetal components.

Accordingly, a detailed experimental study of the self-propagating high-temperature synthesis (SHS) of

titanium nitride was conducted to improve the conversion yield and illustrate the mechanism of formation

of this representative transition metal nitride. Further investigations are currently under way to apply and

build upon the same techniques used for the synthesis of titanium nitride in the SHS of other transition

metal nitrides, such as molybdenum nitride and niobium nitride, as well as several carbides produced in

solid-solid SHS.

The conditions of the titanium nitride investigation were atmospheric pressure, room temperature and

normal-gravity in a fluidized bed of gaseous nitrogen (99.995%) and solid, spherical titanium particles of

approximately 50 microns in diameter. Several parameters, such as the strength of the random motion

of the fluidized particles, particle size, thermodynamic properties of the fluid and thermodynamic proper-

ties of the circulating particles were proven to cause considerable variance in the ignition characteristics

of the fluidized bed. For the fluidized bed combustion system, a homogenous dispersion of the titanium

particles in the freeboard was necessary. A nitrogen-purged, dual-syringe particle injection system was

devised to aid in creating the desired particle distribution and facilitate ignition, Figure 1. The titanium

particles were successfully ignited to attain a high conversion yield at the atmospheric pressure condi-

tion. This is in contrast to previous investigations in which high-pressure conditions were utilized to aid in

ignition and increase the conversion yield.

From this atmospheric system, a maximum conversion yield for the combustion synthesis of

titanium nitride of approximately 60% was obtained at a feed rate to the freeboard of 27.0 g/rain, Figure

2. The yield decreases from its maximum with both a decrease and increase in feeding rates. The

highest conversion yield was ascribed to increased nitrogen accessibility to the precursor particle surface

by increasing the interstitial distances between particles in the fluidization to an optimal distance under

the_ conditions.
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Analysisoftheproductcompositionwasperformedbothqualitativelyandquantitativelyutilizingseveral
techniquesincludingscanningelectronmicroscopy(SEM),energydispersionspectroscopy(EDS)and
X-raydiffraction.UsingtheDebye-ShearermethodofX-raydiffraction,theproductwasconfirmedto
bewithin5%of stoichiometrictitaniumnitride.TheX-raydiffractionresultsalsoindicatedthatsomeof
theproductnitridecontainedhighconcentrationsofpuretitaniummetal,whileotherproductspheres
werepuretitaniumnitride,asindicatedbyafewintensediffractedraysattheproperBragg'sanglefor
puretitanium.Thiswasconfirmedthroughanalysisof acrosssectionalsliceof theproductnitride.In
analyzingasizedistributedseriesof product,twouniquemorphologieswereobtained.Smallerdiam-
eterproductparticleswereindeedpurenitride,indicatingcloseto 100%conversion.Asparticle
diameterincreased,aresidualtitaniumcoreappearedthatincreasedinsizewithacorresponding
increaseinproductparticlediameter.Thisobservationofatitaniumcorewasfurtherconfirmedbyboth
visualandanalyticaltechniques.Underahighpowerlightmicroscope,asilverymetallicinnercore
appearedtobesurroundedbyaporousgoldshell.EDSconfirmedthepresenceof atitaniumnitride
outershellandapuretitaniuminnercore.

Thefluidizedbedcombustionapparatuswasappliedto theexaminationof thesynthesisof
severalothertransitionmetalnitridesincludingniobiumnitrideandmolybdenumnitride.Similar
resultsfor eachof thesenitrideswereobtained.No datawasconfirmedfor theyield of these
systemsdueto addedignition sources,suchastitaniumandsodiumazide.Thereis nopublished
literatureon thecombustionsynthesisof thesematerialsunderatmosphericconditions.

Similar trendsin morphologyfor theniobiumandmolybdenumnitridesto thosefor titanium
nitridewerefoundandconfirmed. Sizedistributionswereanalyzedandtrendsalsosimilar to
thosein thetitaniumnitride investigationwereseen,althoughthethicknessof thenitride shell
layerwasnotaslarge. This finding indicatesthattheconversionyieldsof thesetransitionmetal
nitrideswereprobablylower thanthoseof titaniumnitride.

Solid-solidcombustionsynthesisinvestigationshavealsobeenconductedwith thefluidized bed
apparatusandarecurrentlybeingcontinued.
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Figure 2. Maximum conversion yield for the combustion synthesis of titanium nitride obtained at a feed

rate to the freeboard of 27.0 g/min.
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Crystalline or liquid crystalline polymers processed from solution or from the quiescent melt exhibit

optical birefringence as a result of formation of superstructures, such as spherulites, axialites, dendrites

or liquid crystalline phases. In other types of processing, stresses imposed on the polymer during

processing result in anisotropic alignment of the polymer chains, leading again to birefringence. The first

objective of this investigation is to provide a method for real-time, hl-situ characterization of optical

anisotropy which can develop in polymeric materials processed or treated in the microgravity environ-

ment. Our method of choice for optical characterization is a variation of ellipsometry based on Stokes

analysis [1,2]. We use ellipsometry to measure the retardation and azimuthal angle of optically anisotro-

pic polymeric materials in real-time, during processing or treatment. In addition, the embodiment of the

method provides two-dimensional, i.e., spatially resolved, information about the optical parameters

across the field of view. Unlike conventional reflection ellipsometry with coherent light sources, our

method uses transmission of monochromatic, incoherent, light for image analysis. High speed detection

allows image collection at video rates. A second objective of the work is to apply this novel instrument

to ground-based studies of the development of structure in polymeric, and liquid crystalline polymeric

(LCP), materials. We aim to provide fundamental information about the formation of optically anisotro-

pic structure, including measurement of phase transformation kinetics and development of textures.

The construction of the instrument has now been completed. As shown in Figure 1, the instrument

consists of the following components: (1) monochromatic, incoherent light source; (2) heat absorber; (3)

interference filter; (4) mirror; (5) fixed-orientation linear polarizer; (6,7) precision universal compensator

comprising two voltage-controlled liquid crystal variable phase retarders; (8) sample mounting stage

with manual translation and rotation; (9) long working distance objective lens; (10) left circular analyzer;

(11,12) CCD camera; and, (14) computer for data collection and analysis of images with frame grabber

card and software. For high temperature work, a Mettler hot stage (8) and its controller (13) are used.

The variable phase retarders and the camera have been interfaced to the computer. Computer pro-

grams have been written to vary the voltage, hence the phase, of the retarders systematically, so the

polarization state of the incident light passes through four well-defined states ofellipticity. Intensity is

collected and analyzed at every pixel in the camera's CCD array. Computer programs have been

written for intensity collection and analysis. A set of four equations, based in Stokes analysis [1], is

solved simultaneously and the result gives the sample retardation, 8 (where 8= (2rt/_) dan, and _. is the

incident light wavelength, d is the thickness of the sample, and An is the sample birefringence) and the
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Figure 1. Experimental set-up for the Spatially Resolved Transmission Ellipsometer.

azimuthal angle, O- The retardation is obviously known only to within factors of 2n. The azimuthal

angle relates the position of the sample's uniaxial optic axis to the laboratory reference state of initial

linear polarization.

For test measurements, a cell comprising a uniaxial liquid crystal (LC) display was studied [3]. Two

Indium-Tin-Oxide (ITO) coated glass slides were coated with a polymer alignment layer by spin casting.

The conducting but transparent ITO allows a voltage to be applied across the cell without deteriorating

the transmitted optical signal. The cell gap was established by using microrod spacers in a UV curable

epoxy. Nematic liquid crystals filled the cell by capillary action. An alternating sinusoidal voltage was

supplied to the cell by a frequency generator, at oscillation frequency of lkHz. The oscillatory voltage is

used in preference to dc in order to avoid degradation of the electric field caused by mobile ionic

impurities which tend to plate out at the electrodes. Initially, with no voltage applied to the test cell, the

optic axis of the nematic liquid crystals lies nearly perpendicular to the travel direction of the incident

radiation (perpendicular to the surface normal of the LC cell). As voltage is applied, the optic axis

rotates as the individual liquid crystal molecules behave as dipoles in the applied field. With increasing

applied voltage, the optic axis becomes aligned more nearly parallel to the travel direction of the incident

radiation (parallel to the surface normal of the LC cell).

As shown in Figure 2, with our instrument, we track the orientation of the uniaxial optic axis, and the

sample retardation, as voltage increases from 0 to 10.0 volts in steps of 0.1 volt. The retardation of the

test cell cycles through 1Oft radians over this range of applied voltages. The retardation is resolved to

0.02rt radians, or ~ 11nm for light of wavelength 550nm. In this test cell, the thickness does not vary as

a function of voltage. Therefore, the measured retardation can be assigned solely to the variation in An.

As the extraordinary axis aligns through its 90 ° rotation (from perpendicular to parallel to the cell's
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surface normal), the LC cell behaves as a variable retarder, providing retardation from 0 to 10 rt

radians. Here, with knowledge of the initial state of zero birefringence at zero voltage, we are able to

calibrate the retardation changes exactly.
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Figure 2. Retardance versus voltage c_bration curve for the Liquid Crystal cell. The retardance changes

over a range of 10 rcradians as applied voltage changes from 0 to 10 volts (at a frequency of 1kHz).

Figure 3. Area of the sample near the advancing neck of drawn sample of metalocene polyethylene. The

orientation of the polarizer and the analyzer is +/- 45 ° to the vertical and the direction of the applied drawing

stress is vertical. The arrows indicate an area for which the retardance is mapped in Figure 4.
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Next, we demonstrate the measurement of retardation in a drawn sample of polyethylene film. Thick

films were made by compression molding pellets of metallocene polyethylene (m-PE) at 200°C between

KaptonVM-covered ferrotype plates [4]. The m-PE pellets were Exceed 350D60, from EXXON. The

melt flow index was 1.0 g/10min., and the material had M =43,390 and M=112,600 [5]. Films were

cut into thin strips and subjected to zone-drawing at elevated temperatures following the zone-drawing

technique of Kunugi's group [6]. The sample studied here was drawn at 30°C, with a dead weight of

500g producing a drawing stress of 3.3MPa. Fiduciary marks on the sample allowed the draw ratio

(final length/initial length) to be calculated at 1.4. When examined between cros_d polarizers, as

shown in Figure 3, the sample exhibited a very irregular pattern of birefringence in the portion of the film

near the advancing neck. The direction of the applied drawing stress is vertical in the Figure, and the

polarizer and analyzer are oriented at +/- 45 ° to the vertical.

Right Side
m,n !5o !-%--,,

200 - - ......

Draw Direction

Figure 4. Three-dimensional retardance map of drawn sample's section shown in the area between the

arrows on Figure 3.

Between the undrawn material at the top of the Figure, and the fully drawn material at the bottom, there

is a zone of high birefringence indicated by alternating light and dark stripes across the sample. As seen

from the Figure, the width of the sample (and the thickness, which cannot be seen directly) is decreasing

from top to bottom. Polymer chains of m-PE are becoming oriented along the draw direction under the

applied stress. The combined effects of thickness decrease and chain orientation result in the observed

birefringence.

Figure 4 shows the three-dimensional retardance map of the same sample shown in Figure 3. The 3-D

view is slightly from above the plane, and corresponds to looking from right to left in Figure 3, with the

vertical draw direction indicated. Cyclic variation of retardance is observed. In actual fact, the retarda-

tion is steadily increasing. The value of retardation, 8, is known only to within factors of 2rt radians and

this results in the cyclic variation seen in Figure 4. Knowledge of the initial (undrawn) and final (drawn)

birefringence would be needed to resolve the retardance, in cases such as the present one in which

extremely large values of retardance are seen.
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Whiletheinitialstudy,includinginstrumentconstruction,isaground-basedinvestigation,weanticipate
thattheinstrumentwill bereadilyprototypedforoperationin themicrogravity.setting.Theinstrument
containsnomovingpartsandis thereforeveryrobust.Theinstrumentoffersseveraluniqueadvantages
overotherformsofellipsometry:it operatesintransmissionmode;thinfilmsorbulksamplescanbe
investigated;two-dimensional,spatiallyresolvedimagesareobtained;theopticalanisotropyisquantified
intermsofretardationandazimuthalangle;temporalresolutionof thesepropertiesatvideoratesis
possible.Polymerprocessingfrommeltsor fromsolution,includingcrystallizationkineticsorpolymer-
izationkineticswill beabletobemonitoredwiththisinstrument.Furthermore,thegroundbasedstudies
will leadtoafundamentalunderstandingoftheformationofopticaianisotropyduringprocessinginthe
gravityenvironment,withextensiontothemicrogravityenvironment.Thisinstrumentwouldalsobe
usefulinstudiesofothertypesof macromoleculessuchasbiologicalproteins.
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THREE-DIMENSIONAL VELOCITY FIELD CHARACTERIZATION IN A

BRIDGMAN APPARATUS: TECHNIQUE DEVELOPMENT AND ANALYSIS

James S. Slepicka, Yi Ge, and Soyoung Stephen Cha

University of Illinois at Chicago

INTRODUCTION

The three-dimensional (3-D) motion of melts is an unavoidable intrinsic problem that arises in

crystal growth. It may be the most important physical property, which needs to be accurately

characterized for optimization of the processing. The velocity fields are induced even in

microgravity space experiments owing to residual gravity and g-jitters. The induced convection

can affect the solidification phenomena in various detrimental manners, which causes solute

concentration redistribution including end-to-end macro-segregation and radial segregation as

well as undesirable temperature variations in a melt. Crystal growth poses challenging experi-

mental restrictions in flow diagnostics, inhibiting the application of conventional planar and

point probes. At the current state of both ground- and space-based experiments, appropriate

optical diagnostic techniques are thus very necessary to identify the convective velocity effects

on crystal growth. The experimental velocity characterization is also vital to the validation and

improvement of numerical modeling capability. The goal of this investigation was to develop

two unique experimental techniques for measuring 3-D velocity fields closer to a practical state

appropriate for microgravity experiments and to apply them to real experimental measurements

including a Bridgman crystal growth configuration. The Bridgman configuration is one of the

most important basic arrangements and its velocity measurement is of great technological impor-

tance. Eventually, application of these techniques can be extended to other space-based experi-

ments through technology perfection and hardware miniaturization, not only for crystal growth
but also for other allied areas.

In the proposed research, two major efforts were pursued for detecting 3-D three-component

velocity fields: that is, development of stereoscopic imaging velocimetry (SIV) [1,2] based on

dual CCD sensor observation and holographic diffraction image velocimetry (HDIV) [3,4] based

on double-reference-beam holographic recording. For these techniques, the velocity is detected

by observing the motion of fine marker particles, which are dispersed in the fluid and follow the

flow streams. The strengths of these two techniques include greater experimental freedom in

illuminating and observing convective flow fields. The volumetric illumination for capturing 3-

D fields can be arbitrary in direction and cross-sectional shape. The observation direction also

does not impose restriction. These two techniques are complementary in nature. SIV is advanta-

geous in system simplicity for building compact hardware and in software efficiency for con-

tinual near-real-time monitoring. It, however, exhibits weaknesses of low detection resolution of

CCD sensors, causing limitations in spatial resolution, detection area, and dynamic range. The

HDIV approach releases these limitations. It is effective for obtaining good spatial resolution
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andwidedynamicrangefromasingleobservationdirection.However,thevelocityextractionisrather
involvedandallowsonlyslowpost-processing.Itssetupisalsocomplexanditsdevelopmentis less
maturethanSIV. It isbelievedthatthesecomplementarytechniquestogethercaneventuallycovera
broadrangeofspaceexperimentrequirementsincludingcomplexortransientphenomena.

I. Description of the Methods and Experimental Results

For SIV, images of individual particles or equivalently data points are not completely recover-

able. The data loss mostly occurs during the processes of centroid identification of overlapping

particles and particle tracking of crisscrossing tracks. The loss becomes more prominent as the particle

density increases. In order to maximize the data recovery and to enhance the measurement accuracy,

artificial neural networks were implemented in these processings. Since the previous 1998 NASA

Microgravity Materials Science Conference [5], new algorithms have been developed to make the

technique more widely applicable. These include new methods for robust camera calibration as well as

for tracking of small particle images based on the Hopfield neural networks in global optimization. For

tracking, stochastic networks have also been investigated by adding time-decreasing white Gaussian

noise based on the independent Wiener processes. The Hopfield networks may take a number of

iterations to be able to arrive at a stable state. The networks use essentially a gradient-descent method

for the minimization of error energy, and such methods do not usually reach a global minimum. In an

effect to achieve enhanced global optimization, stochastic neural networks (diffusion machine) were

applied by adding white Gaussian noise based on the independent Wiener process [6,7]. Our two

tracking algorithms based on both the Hopfield neural networks and stochastic neural networks were

tested with the synthetically generated data of a known flow field. The results were then compared with

the output, which was obtained from the original tracks of the known flow field. To study the effects of

particle density in the tested flow, the particle population was increased gradually. Table 1 shows the

results of particle tracking. The success rates tbr tracking were 100%, 99.0%, and 98.3% with 200,

400 and 600 particles, respectively, in the field. The successful recovery rates were very high for both

methods but the stochastic neural networks performed better. To investigate and test the performance

in a more realistic manner, laminar water jets emerging from a circular and square tubes as well as the

flow inside the tubes were measured. The tip velocity profiles were in good agreement with the analyti-

cal predictions. Figure 1 is the plot of the tip velocity of the circular tube.

The HDIV technique was tested with a breadboard setup for various situations and operational

modes for fundamental investigations to characterize important experimental parameters as well

as to identify some remedial solutions in addition to those previously reported [5]. 3-D flow

measurement and testing was continued with the flow field generated by a falling ball in a verti-

cal test section. A double-pulsed laser was employed to holographically record the horizontally

illuminated volume field. An example of the additional velocity field analyzed at a typical

section is shown in Figure 2. More accurate methods for out-of-plane component velocity extraction,

as compared with the previous developed image correlation approach [3], have been investigated based

on two approaches: that is, statistical correlation of image intensity deviations through maximum likeli-

hood estimation and optical Young's fringe analysis [4]. For the correlation approach, the intensity

variances of the diffraction images of individual particles were compared. The computer simulation and

actual experiments produced comparable results. Figure 3 shows a typical plot of standard deviation

(SD) of image intensities. The location where the maximum SD matches is the displaced field position.

The approach appears to warrant further investigation to provide the measurement accuracy better than

the previous value of 0.2d2/_ where d and _, are the image element size and laser wavelength, respec-
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tively. The Young's fringe approach utilizes phase-shifted fringe spacing in the Fourier transform do-

main. It is still in refinement process.

The experimental investigations that have been conducted to measure 3-D flow phenomena with

SIV and HDIV techniques allowed performance assessment under realistic environments since

the characteristics of these flows have been well understood. Currently, directional solidification

under a Bridgman configuration is being experimented with a transparent metal analog as de-

picted in Figure 4. In the future, all the results from the experiments will be compared with computa-

tional modeling and other important parameters will also be extracted.

II. Conclusion

Our theoretical, numerical, and experimental investigations have proven SIV and HDIV to be

viable candidates for reliable measurement of 3-D flow velocities for material processing in

space or on ground. The strengths of these techniques include greater experimental freedom in

volumetric field illumination and observation, both of which impose no restriction in direction

and cross-sectional shape unlike conventional particle image velocimetry and holographic techniques.

For SIV, the results have demonstrated significant advantages in using the neural networks. For HDIV,

no specific particle focusing is required and seeding of higher particle concentration is possible during

recording unlike other two-dimensional techniques. The results have demonstrated good agreement

between the experimental and analytical velocity profiles. With current activities focused on further

improving the processing efficiency and overall accuracy and automation, it is believed that these

techniques can become important flow diagnostic tools to meet the increasing demands for measuring

flow velocity and particle size in crystal growth and material processing.
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Table1.Successfulrecoveryratesof thetrackingmethodsbasedonneuralnetworks.

Number HopfieldNeuralNetworks StochasticNeuralNetworks

of Correct Incorrect Successful Correct Incorrect Successful

particles tracks tracks recovery tracks tracks recovery
rate rate

200 200 0 100% 200 0 100%

3O0 299 0 99.7 % 298 0 99.3 %

400 394 6 98.5 % 396 1 99 %

500 493 6 98.6% 495 4 99%

600 586 14 97.7% 590 5 98.3%
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Figure 1 .Three-dimensional velocity field obtained with SIV.
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Figure 2. Typical plot of in-plane velocity components for the 3-D flow around a sphere at the center.
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DIFFERENTIAL PHASE-SHIFTING INTERFEROMETRY STUDIES OF THE ONSET OF

MORPHOLOGICAL INSTABILITY OF STEPPED INTERFACES GROWING FROM
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2Universities Space Research Association, 4950 Corporate Drive, Suite 100, Huntsville, AL
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INTRODUCTION

The general objective of this work is to obtain fundamental insight into the onset and develop-

ment of morphological instability on stepped crystal interfaces. This problem is part of the

general studies of the onset of pattern formation and other self-organizational phenomena in a

variety of systems. This phenomenon has added importance as it essentially determines the

structure and perfection of the grown crystals. Despite extensive observations and discussions of

step bunches, neither their origin, nor their development have thus far been experimentally

addressed in a quantitative manner.

I. Basic Concepts

In contrast to rough surfaces that loose stability by forming cellular structures, stepped interfaces

loose stability by forming step bunches (see refs 1-5 for summary). To summarize the basic

morphological stability concepts consider an ideal vicinal face i.e., a surface deviating from a singular

crystallographic orientation by a small angle (Figure I a) [6-10]. Such a surface is built of elementary

steps separated by singular terraces of uniform width. During growth, the steps move in the same

direction at a velocity v. The growing vicinal face is called morphologically stable if it remains micro-

scopically flat, i.e., the steps remain essentially equidistant. The face is said to be unstable if occasional

ripples, i.e., step bunches (Figure lb) develop. The critical wavelength for stability loss is defined as the

threshold discriminating between increase and decrease of the perturbation amplitude in time. For a

given initial set of unperturbed slope p, normal average growth rate V and shear liquid flow rate S, the

stability condition determines the critical perturbation wavelength, 2rt/k x (k x is the perturbation

wavenumber, Figure lb).

The risers of step bunches are built of elementary steps separated by smooth singular terraces of a

noticeably smaller width than the terraces between bunches and elementary steps. Thus, the competition

between the elementary steps for solute supply via diffusion is more severe within bunches. This leads to

the bunch phase velocity (v x in Figurel) being lower than for widely separated elementary steps. Be-

cause of both the lower propagation rate and shorter terrace exposures, bunches trap impurities in

amounts different from those trapped by widely separated elementary steps. This leads to internal

impurity rich striations propagating through the crystal as it grows [ 11-12]. Step bunching may also lead

*Corresponding author. Email: Alex.Chernov@msfc.nasa.gov 127



tothetrappingof macroscopicinclusionsbythegrowingcrystal.Bothstriationsandinclusionsare
generallydetrimentaltotheperfectionof agivencrystalandhenceimpactonitsusefulnesse.g., its

ability to diffract to high order.

. (a)

_t - °,.* a -

,,. _

Ib)

• i_l¢_n(kxX. V)

Figure 1. Profile of the (a) unperturbed and (b) periodically perturbed vicinal surface growing at a rate

V in the z direction. Asymmetry of the step orientation and thus step motion to the left (at a velocity of

v) on the unperturbed face gives rise to a variation in the step density on the perturbed surface. The

clouds of "+" and "-" symbolize regions of enriched or depleted solute, respectively, resulting from the

variation in step density. The phase shift _ of the concentration perturbation relative to the interface

perturbation is shown in (c) and is responsible for stabilization or destabilization; v× is the tangential

velocity of the step bunches.

Of particular interest is the effect of the direction of solution flow over a surface. Predictions

from linear stability theory indicate that a solution flowing above a vicinal face of a crystal can

either enhance or prevent the development of step bunches, depending on the direction of the

steady shear flow in relation to the direction of step motion; this has also been observed in

experiments. Phenomenologically this flow induced stabilization and destabilization is a result of

broken symmetry of a vicinal face. The mechanism for this is currently understood as follows:

Occasional step bunches caused by various kinds of fluctuations induce decreases in the concen-

tration (and/or temperature rise) in the solution about these bunches. In Figure 1 a simple periodic

perturbation (Figure Ib) of an initially flat vicinal surface (Figure la) is shown together with the corre-

sponding concentration profile. The less supersaturated clouds (Figure lb) of the solution are dragged

by the flow either up or down the step flow stream, depending on the flow direction. If dragged up-

stream, the depleted solution comes first to a valley on the perturbed surface and thus causes stabiliza-

tion. If dragged downstream destabilization is enhanced.

An oscillating flow field will change the concentration above the surface. A quasi-static approxi-

mation to the effect of an oscillating flow on the stability of vicinal face has been discussed by

Potapenko [ 13]. A number of crystal growth experiments have demonstrated that alternating

fluid flow, i.e. solution mixing, essentially diminishes the creation of macrosteps and thus improves

crystal homogeneity, eliminating e.g. inclusions trapped by these macrosteps. However, step bunches

and macrosteps still exist on the crystal surface and the controlled elementary step flow has not yet been

achieved. Therefore the question remains how the alternating fluid flow above the growing crystal face

influences its stability with respect to step bunching.
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II. Experimental Technique

The experimental setup for these studies centers around a phase shifting Michelson interferometer with

the growing crystal face being used as one of the two reflecting surfaces. A schematic diagram of our

experimental setup is shown in Figure. 2. The crystallization subsystem consists of a thermostated

solution circulator, connecting tubing and a crystallization cell. Temperature in the solution circulator is

kept constant within 0.02°C by the attached controller linked to a temperature sensor and resistance

heater inserted directly in the solution. The solution is circulated through the crystallization cell by the

centrifugal pump that allows both flow rate and direction variations. The optical subsystem differs from

the classical Michelson interferometry setups by its use of a phase shifter placed between the beam

splitter and reference mirror. Phase differences introduced in the reference beam allow the collection of

a series of interference images of an object with controlled shifts of the interference fringes. By the use

of a suitable algorithm each series of images can be processed to restore the phase of the interference

signal and from it evaluate the morphology of the surface. The method of processing the images is

described in the Data Analysis section below. The video subsystem consists of a digital camera

(Megapixel, 12 bit) capable of collecting 60 images a second interfaced via frame grabbers to a com-

puter.

Schematic of experimental setup
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Figure 2. Schematic diagram of the experimental and data collection equipment.
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The time to collect a set of phase-shifted images can be estimated as follows. We choose to use a 5-

image scheme with a phase difference offal2 between images, the fifth being identical to the first. The

time required for the phase shifter to acquire a p/2 phase change and for the camera to capture an image

is around 30 milliseconds, hence the time to collect the 5-image sequence is -0.15 seconds. A step

moving at around llam/s passes a distance ofO. 15_tm for this time. This size is comparable to the size

on the crystal surface corresponding to one pixel. Therefore we have the potential to be able to resolve

groups of steps consisting of two or three elementary units.

III. Data Analysis

The processing of the series of phase-shifted images is illustrated in Figure 3. Phase shifting interferom-

etry is based on the fact that the phase at a pixel in an interferometric image is proportional to the

relative height of the surface area imaged by this pixel. Thus the surface features are averaged over the

area corresponding to the pixel, i.e. the lateral resolution is determined by the magnification and the pixel

size. In the 5-image algorithm that we choose the phase, _, and the relative height, h, at each pixel are

calculated from the five intensities according to the Ibrmula shown in Figure 3. In this formula, _, is the

wavelength of the laser, n is the refractive index of the solution, I i are the pixel intensities of the P image,

i=1,2,3,4,5. Since the arctangent function takes values in the range (-rd2, ru'2) the initial relative surface

height profile displayed in Figure 3a breaks at height corresponding to the limits of this range. An

algorithm is used to connect the segments and provide a continuous profile as in Figure 3b. The profile

in Figure 3c was obtained by subtracting the average slope from the trace in Figure 3b. This shows

clearly the variations in local slope across the surface. By repeating this process for every line of data

that constitutes the image one can produce a grey scale map of the surface as shown in Figure 4. For

the case of the test results from a flat mirror we are able to see the surface roughness of the reflective

surface. When applied to a growing crystal face we hope to be able to clearly resolve and trace the

progress of macrosteps across it.
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Figure 3. Illustration of the processing of the 5 phase shifted images to obtain surface morphology of a

test object (glass mirror).
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Figure 4. This illustrates a surface plot obtained by repeating the process outlined in Figure 2 over the entire

surface. The plot shows the surface roughness of the mirror test surface with an estimated vertical resolution of

around 30 angstroms. The image represents a 3 mm x 3 mm square in real space on the surface of the mirror.

IV. Experimental Results

After performing extensive tests we are satisfied that all the experimental subsystems are functioning as

intended and we are able to collect repeatable results. Therefore we have commenced studies using a

growing potassium dihydrogen phosphate (KDE formula KH2PO4) crystal, images from the first

experimental run are shown in Figure 5. The analysis of these results is ongoing.

(a)

(b)

Figure 5. (a) Shows the five individual interferograms from a (101) face of a KDP crystal. The result of

the 5-image algorithm is shown in (b). Each image represents a 3 mmx 3 mm square in real space.

In cooperation with Drs. B. T. Murray, S. R. Coriell and G. B. McFadden theoretical analysis of an

alternating solution flow on the vicinal faces stability has been performed. It was found that the solution

flowing over a face parallel to it and alternatively in and counter the direction of the step motion, de-

creases both the stabilizing and the destabilizing effect of the steady state flow. This alternative flow

influences the steady state flow effect when the amplitude of solution oscillations at the distance that the

concentration wave induced by the vicinal stepped surface perturbation penetrates is comparable to the

perturbation wavelength. This condition provides the criterion for the efficient flow oscillation frequency.

V. Conclusions

We have constructed an experimental setup capable of observing in-situ crystal growth. While still in

the preliminary stages of operation we are confident that the potential outlined in Experimental Tech-
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niquesandDataAnalysis.Theresultsof theoreticalworkhavesuggestedthatflowoscillationsare
importantwhenstabilityisdeterminedmainlybyanisotropyof interfacekineticsratherthanbysurface
energy.
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FORCES DURING MANUFACTURE AND ASSEMBLY OF MICROSCALE

DISCRETE ELECTRONIC COMPONENTS

Michael J. Cima

Ceramics Processing Research Laboratory

Department of Materials Science and Engineering

Massachusetts Institute of Technology

The proposed research in hybrid assembly will focus on electronic/optical component surface

mount challenges/'or the next century. Discrete components are rapidly decreasing in dimension.

Some components are becoming so small that the assembly processes used to mount them must

account for static electric charge, van der Waals forces acting through surfaces, other adhesion

forces, and, in the not too distant future, Brownian dynamics. Optical system assembly will

present the same challenges with the added requirement of ultra precision placement. The

dimensions and masses of these components place them at the boundary between ballistic enti-

ties (subject to gravity), electrostatic bodies (subject to static surface charge forces), and colloidal

bodies (subject to surface and Brownian forces). The assembly processes are also subject to

static charge in dielectric media such as air.

The research program will demonstrate controlled electrostatic and electrophoretic forces and the

use of radiation pressure for the assembly of small components. Printed areas of electrostatic

charge or patterned electrode areas with applied potential will be used to attract charged compo-

nents to a target. The electric field between the part and target will provide the force necessary to

accurately direct the component to its correct position for final placement. The radiation pressure

provided by the focused laser beam will be used to direct the component as it moves through air

or a liquid medium toward the electrode. The final orientation of the component at the target

area will be determined by the shape of the target area on the substrate. This latter feature is a

"lock and key" type mechanism like that used with fluidic self-assembly processes.

Both dry and wet assembly methods will be explored. These methods are referred to as electro-

static/shape assembly and electrophoretic/shape assembly, respectively. Electrostatic/shape assem-

bly uses electric charge in much the same way as modern xerographic applications which attract

charged toner particles towards charged areas on a photoconductor to create an image. The static

charge that can be generated on a free surface in air limits the total charge that can be applied to a

component. This limitation occurs because of dielectric breakdown of air (or the ambient gas used

in the experiment). An electrical ground plane opposite the charged surface allows image charges

to balance the surface charge, so that the electric field is contained almost entirely within the

dielectric. Thus the surface charge density that may be applied to a target area on a thin, electri-

cally grounded dielectric substrate, is limited by the dielectric strength of the substrate, allowing a

much higher surface charge to be deposited.

133



Someinitial experimentsin whichagroundedsilicasubstrateischargedwith acoronadischarge
deviceshowthata surfacechargeof approximately200laC/m2maybedeposited.Thedecay
time of this chargeappearsto beon theorderof hours.Theability to createpatternedareasof
surfacechargeonasilicasubstratehasalsobeeninvestigated.Thesilicasurfacewascoatedwith
athin layerof gold,leavinga4 mmsquareareaexposed.Thesurfacewasuniformly charged
with acoronadischargedevice. The conductive area was then grounded briefly to allow the

charge to dissipate, while the uncoated silica region was expected to retain its charge. The

approximate charge measured on the uncoated square was 40 _C/m 2. The field created by the

charged target area must be sufficient to overcome friction should the part land outside of the

target area. Calculations show that friction will be difficult to overcome for parts less than 10

microns in size. Thus, electrophoretic positioning in an electrolyte will be used for particles in

the 0.5 to 10 micron range.

The in-plane Brownian motion of micron scale silica particles on a silica surface in water have

been observed. Illumination with a diffuse laser beam allowed the motion of the particles to be

tracked in situ. Particle motion was recorded using a video system and was later analyzed using

image processing techniques. The diffusion of particles on the surface was observed in the

absence of any applied electric field or radiation pressure. This technique was used to investigate

the motion of particles during assembly onto a lithographically patterned substrate for a photonic

bandgap application. These results were compared with the electrophoretic mobility of particles

subject to an in-plane field applied between patterned gold electrodes. The effect of field

strength on mobility was considered for several different electrode geometries. Additional

experiments will focus on the use of the field to manipulate the particles and cause them to

assemble in a desired pattern.

Basic measurements and demonstrations of electrostatic/shape assembly and electrophoretic/shape

assembly are compromised because of gravitational forces on either the part or the media in which

the part is immersed. Gravitational forces are on the order of the coloumbic and van der Waals

forces acting on the particle in an air or fluid medium. Thus, part trajectories are influenced by

gravity. The friction between the part and the surface on which it rests will also be affected by the

gravitational component normal to the substrate. Electrostatic/shape assembly requires that the

charged part be moved sufficiently close to the target area so that it can experience the field neces-

sary to move it toward the target. This capture distance is limited by gravity since it is the other

dominant body force. Electrophoretic/shape assembly is limited by convective flows in the media.

Microscale particles are observed to exhibit mixed Brownian and ballistic behavior. Additional

movement is also observed since the media is never really quiescent in a terrestrial experiment.

Small thermal gradients are inevitable in the illuminated stage of a microscope and can consider-

ably compromise the interpretation of the experiments. Microgravity conditions are therefore

necessary to isolate and fully characterize the forces involved during assembly.
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ABSTRACT

Melts that contain multiple cations can be forced to undergo a dynamic reduction reaction, given

appropriate control of the activity of oxygen of the process environment. In the case where a

transition metal oxide component is a constituent of the melt, such that the melt becomes a

small-polaron-type semiconductor, the reaction dynamic can produce a uniform distribution of

metal---either as fine crystals or as fine, discrete droplets, depending on the temperature--within

the melt. (The metal that is produced is the one having the smallest, i.e., least negative, AG ° of oxida-

tion.) These metal precipitates, which should prove distinctly resistant to coarsening, can subsequently

serve as substrates for the heterogeneous nucleation of crystalline oxides during cooling of the reacted

liquid.

For a p-type oxide melt, the kinetics of the reduction reaction involves (1) the ablation of 02-

from the surface (via acceptance of electron holes--2h'--from the melt; i.e., 02- + 2h" = 1/202(g ) at the
free surface), (2) the diffusion of cations from the free surface inward, charge-compensated by a

counterflux of h" and (3) reaction at an internal front in which metal is produced by the acceptance of

electrons (i.e., the creation of h °) from the component transition-metal cation(s). The dynamic is seen as

a "mirror image" of that for the internal oxidation of alloys.

We have pursued experiments on dynamic reduction of a synthetic Fe2*-bearing magnesium

aluminosilicate melt. Experimental conditions included temperatures -1400°C and an oxygen

activity of 10-_3, controlled dynamically by flowing CO:CO 2. The experiments are designed to precipi-

tate crystalline iron from the melt. The reaction morphology seen includes the formation of distinctly

faceted Fe crystals on the free surface, at a scale -5lam, and internal precipitates of iron at a scale of

- 10--40 nm. In addition, the precipitation of Fe affects the polymerization (molecular structure) of the

remaining aluminosilicate melt and, with it, physical properties such as the viscosity.

The research has both engineering and scientific application. From an engineering perspective,

there exists at present no successful way to create a fine-grained, dense refractory oxide ceramic (e.g.,

(x-Al203) via solidification of an inviscid (Le., non-glass-forming) melt. Distribution of internal heteroge-
neities--specifically colloidal metal--in the melt allows extrapolation of glass-ceramic processing ideas
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toinviscidmeltsystems.Theseprocessrequirementsinvolvecontainerlessprocessingin that(1)one
mustcontrolcarefullytheoxygenactivityatthesurfaceof themeltand(2)containersofferpotent
(competitive)sitesforheterogeneouscrystallinenucleation;microgravityisnecessaryboth(1) lbr
quiescenceduringthereductionreaction(convectionin themeltmustbeavoidedtocontrolthereaction
morphology)and(2)toavoidbuoyancy-drivenseparationof metalandinviscidceramicphases.

I. Introduction and Theoretical Background

Because of the difficulty of gaining a very-high density of internal sites for crystalline nucleation, it is all

but impossible to create dense, fine-grained polycrystalline ceramics by solidification. The one excep-

tion are glass-ceramic materials [1], in which viscous, glass-forming ("strong") melts are doped to

promote stable or metastable liquid-phase immiscibility on a 1-10 nm scale; post-"casting" thermal

treatment results in highly uniform, internal nucleation and a final grain size that can be as fine as 100 nm

(arising from - 10 t5nuclei/cm3). Because of the liquid viscosity requirement, though, glass-ceramic

materiais are limited primarily to silicates. Fusion-cast refractory oxides, e.g., A1203, MgO, MgA1204,

etc., are not amenable to such processing because the liquids are far too inviscid. The engineering goal

of this research to identify and develop such a process; our approach has emphasized dynamic redox

reactions that cause internal structural change in the melt.

An intemal chemical reaction mechanism that is rate-limited by bulk diffusion should inherently result in

an even distribution of product phase that could serve as nucleation sites. Because melt structure is a

function of cation valence and is an important factor in its nucleation behavior, redox reactions are useful

for understanding internal reactions and subsequent nucleation within the melt. Our group has studied

oxidation of Fe-bearing magnesium aiuminosilicate (Fe-MAS) melts and glasses, demonstrating an

internal reaction where fine-scale ferrite phases form internally, uniformly [e.g., 2, 3]; in the case of melts

an "isothermal undercooling'" is developed through shifts in the phase diagram as a function of the

activity of oxygen. The oxidation experiments have a drawback, however, of the coarsening (ripening)

of the precipitated ferrite phase. This disadvantage can perhaps be eliminated in a reduction reaction,

i.e., where a metal colloid is formed internally, due to the activation barrier of the required valence

changes (i.e., from metal to ion and back) required for chemical diffusion through the ionic melt "ma-

trix." The physics of dynamic reduction can perhaps be exploited to produce a finely dispersed metallic

second phase that is resistant to coarsening and serves, thus, as heterogeneous nucleation sites for

crystallization of the residual--though majority--ionic melt.

We have pursued the reduction studies again concentrating on iron-bearing aluminosilicate melts. The

material studied was selected for two purposes: (1) the temperature capabilities of experimental appara-

tus available and (2) the broader application to microgravity science of the experiments. With respect to

the latter, the study of dynamic reduction not only has implications for the materials community but also

the planetary science/astrophysics community. These implications lie in the fact that the structures

formed in these reduction experiments in silicate melts resemble structures observed in primitive chon-

drules in meteorites [e.g., 4]. Thus, an understanding of the dynamics involved in the reduction of these

experimental silicate compositions provide insight into the thermodynamic conditions and kinetic con-

straints of processes in the protosolar nebula--microgravity science, indeed!

Ilatemal Rcducfi0n and its Application to the Amorphous State

Schmalzried [5, 6] summarized the characteristics of both intemal oxidation and reduction reactions in

crystalline metallic and oxide alloys (solid solutions). The typical reaction morphology has both an
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internal reaction front and a reaction occurring at the surface with a region of chemical diffusion between

the two. The thermodynamic and kinetic requirements for a reaction to occur internally (as opposed to

solely free-surface reactions) include: (l) that one species should be more noble than the other (e.g.,

]_G°ao ] << _G°Bo ]), (2) that the transport coefficient for cations be greater than that for any oxygen

species (e.g., c__-D2-<<cM2+Du_2+), and (3) that the semiconductor condition be satisfied (e.g., for a p-

type material, ch. D h. >>cm2.Dm2 ÷, where h ° are electron holes). As for the third criterion, rapidly

mobile electronic defects serve to decouple the motion of ions in the melt by providing local charge

neutrality [cf. 3].

An Fe-MAS composition was chosen to initiate this study of internal reduction in melts. This composi-

tion fulfills all of the requirements stated above: ( 1) the iron in this glass is much more noble than any of

the other cations, that is, _G°FeO [<< _G°MgO [ ; (2) the divalent (network-modifying) cations are

more mobile than either anionic or molecular/atomic oxygen; (3) the semiconductor condition is satis-

fied. The fulfillment of these last two criteria is demonstrated in the oxidation experiments on the same

composition [3].

A dynamics model of the proposed internal reduction reaction is shown in Figure 1. The internal

reaction (at interface _") produces metallic iron and electron holes while, at the free surface (interface

_'), ionic oxygen transforms to molecular oxygen via consumption ofh °. In between _" and _', h"

diffuse towards the surface, charge-balanced by a counterflux of divalent cations (predominately Mg-_*).

The increase of cation concentration internally forces internal reduction. The extraction of Fe at _"

makes the silicate "matrix" nominally iron-free (i.e., ionic Fe in the silicate melt exists at a concentration

level associated with point defects in crystalline solids); as such, interdiffusion of Mg 2÷and Fe 2+beyond

_" (Le., at greater depth) becomes critical in supplying Fe 2÷to the metal-producing reaction at _".

'- " _ to.teaglare unm_bdgla.

| +.a 'Jhe

0 " _ JFe2÷

[ 0
I  o21 ? M'++÷' Fe2+ JMg2+

o _ 0
atom n

Figure 1. Schematic of the dynamic reduction process operating in a melt exposed to a highly reducing

atmosphere: fine metal precipitates are produced at an internal front, _".

The dynamics overall involve two reactions and two steps of chemical diffusion. Studies of oxidation

behavior (the mirror-image, kinetically, of the reduction reaction) have demonstrated parabolic kinetics,

proving that it is the chemical diffusion of the divalent, network-modifying cations that is rate limiting. In

crystalline oxide solutions (e.g., [Mgx,Fel_x]O with the rocksalt structure) the dynamic is accomplished

by the coupled diffusion of cation vacancies and h ° [5]. In the amorphous state it is difficult to articulate

a point-defect thermodynamics; nevertheless, the phenomenology of these dynamic redox reactions

opens the way to approach such a description [e.g., 2].
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Thisreportoutlinesourexperimentalefforttodiscernthevalidityofthismodelforreductionandinternal
lbrmationofcolloidalmetaland,further,itsimpactoncontrolofinternalnucleationoftheresidualionic
melt.

II. Experimental Approach

The Fe-MAS material was prepared so that its nominal MAS composition lies along the cordierite-

enstatite-liquid divariant but with a -20 mol% substitution of Fe 2÷for Mg2+; as prepared, the composi-

tion is (mol%; X-ray fluorescence analysis) 59.3 SIO2; 9.1 A1203; 26.0 MgO; 4.7 FeO; 0.8 Fe203.

The initial melt was prepared from the fusion of mixed oxide powders of"AR" grade or higher; the melt

was rapidly quenched to a homogeneous glass.

The reduction experiments were conducted in a vertical tube furnace by suspending a -2 mm cube cut

from the glass and wrapped in an iron (99.99% metals basis) wire cage. At temperature, the melt was

held in the wire cage by surface tension. The samples were reacted at temperatures ranging from 1380

_>T("C) _>1290. The temperature was monitored by a type C (WAV-26at% Re) thermocouple no

more than I cm away from the sample; T variation in an experiment was +_2°C. The partial pressure of

oxygen (Po2) in the furnace was controlled by a flowing gas mixture of CO 2 and CO mixed at a ratio of

1:240; the gas reaction creates an equilibrium P02 some 10_ lower than the quartz-iron-fayalite ("QIF'

[7]) buffer, specifically the PO2 ranged from 10 -14 atm at 1290°C to l0 -13 arm at 1380°C. The PO2 was

monitored actively by a Y203-stabilized ZrO 2 oxygen sensor located inside the furnace tube at the same

level as the sample.

The sample cage was suspended between two molybdenum wires by a tungsten filament. When

the reaction time was over, the sample was dropped out of the hot zone of the furnace by apply-

ing a voltage across the Mo wires and burning the W filament. This approach produced nearly

instantaneous quenching of a specimen. The resulting samples were stored in a desiccator to slow any

further reaction with the ambient air.

III. Experimental Results

The reacted melt droplets were viewed using light and electron microscopies. The exterior of the

droplets, seen in Figure 2 in a secondary electron image (scanning electron microscopy), display a

Figure 2. Secondary electron image of the free surface ofaquenched Fe-MAS droplet processed at

T = 1380°C and PO2 = 10 -13atm for I h. Faceted iron crystals, most with ( 111 ) exposed, are

evident. These coarsen via vapor-phase transport of Fe.
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uniformdistributionof facetedcrystalsoverthesurface.Thefacetscorrespondtoacubicsymmetry
with(001)and(111)facesintersectingthesurfaceof thedroplet.Thesesurfacecrystalsdemonstrate
coarseningasafunctionof timeattemperature.WavelengthdispersiveX-rayspectroscopy(electron
microprobe)wasusedtoverifythecompositionof thecrystals:theyarepredominatelyironbutdemon-
strate,too,anincreasingdegreeofoxidationontheSurfacecorrespondingtotheageofthesampleat
thetimeof itsanalysis.

Whenthedropletsaresectionedandimagedin transmittedlight,thereactedzone is clearly visible with a

distinct color change from dark brown to nearly clear or light blue-green as shown in Figure 3. This

color change delineates clearly the location of the internal reaction front, _". The four large, opaque

spots are pieces of the iron wire cage. The intemal reaction front appears to be indented near the

pieces of wire; the distance between the internal reaction front and the iron wire is roughly equivalent to

the distance between the free surface and the internal reaction front, i.e., as measured as far away from

the wires as possible).

Figure 3. Transmitted light micrograph of a sectioned droplet processed at 1380°C,

PO2 - lO-_3atm for I/2h. The darker brown color in the center is the original color of the glass;

the change from nominally clear to brown occurs at _" (cf. Figure 1). Within the clear area are

found the fine precipitates of Fe (Figure 4). The four large black spots are remnants of the iron

wire cage used to suspend the droplets.

Transmission electron microscopy revealed non-faceted particles (approaching spherical) having diam-

eters in the range 10-40 nm (Figure 4). These were too small to be probed uniquely by x-ray spectros-

copy (i.e., one cannot isolate the particles in the electron beam). Nevertheless, the scattering contrast

used to create the image confirms the particles as (at least) iron-rich. One sees, too, that these particles

have begun to cluster and sinter together.

IV. Discussion/Commentary

Clearly the results of the experiment are in agreement with the ideas presented in the Introduction as

well as the schematic model presented as Figure 1: the reduction reaction proceeds internally and finely

divided metallic precipitates result. The spatial scale of the reaction _igure 3) is consistent with its

being rate-limited by chemical diffusion of the network-modifying cations, though we are still engaged in

a quantitative analysis of the kinetics.
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Figure 4. A zero-loss (scattering contrast), transmission electron microscopy image ofa ( 1380"C; p

- 10-_3atm; 1 h) droplet between _' and _". The dark phase is (at least) iron-rich; consistent with tti_

optical properties of the processed glass (cf. Figure 3), these precipitates are probably Fe metal. The

size distribution is uniform throughout the reacted region; coarsening as seen on the free surface is not

encountered. The clustering is curious and is a point of current study.

Following the cation-diffusion idea, the reactions at _' and _" (Figure 1) can be articulated in a structural

context that reveals something of the chemical diffusion response. Specifically, we employ the notation of

Hess [8], which ,scrutinizes the bonding environment of the O 2 in the melt. Thus, at the free surface_':

2SiOMgo 5 + _SiOFeo.33 = MgO + 2SiOSi + 4SiOF%5+l/20_(g) , (1)

and, at _":

)-

= 2SiOMgo. s + 4SiOFeo, _ + SiOSi +1/202(g)

2SiOMg0> _ =L + 6SiOFe05 Fe° + 6-*'SiOFe033+ 2SiOMgo_ (2)

Here, for example, 2SiOMo. 5 (M - Mg, Fe) is a network-modifying divalent cation, 3SiOFe0.33 is a net-

work-modifying Fe -_÷(-=h') [cf. 3]. All mass and charge balances apply to them reactions. What one sees is

a depolymerization (i.e., an increase in modifying-cation/oxygen ratio) at the free surface and a

repolymerization at the reduction front, _". Thus the arrows shown in Equations. ( 1) and (2) indicate the

mobile species between _' and _". As one can calculate the concentrations of these species using solution

models [cf. 9], a"point-defect" perspective for diffusion-accomplished reactions in the amorphous state is

clearly suggested. Such theoretical developments, as well as an analysis of the usefulness of the fine metal

precipitates in heterogeneous nucleation of the ionic melt are subjects of our continuing research.
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ABSTRACT

There are several existing explanations for the cause for the solid-phase sedimentation often ob-

served during liquid phase sintering (LPS). An alternative cause - macrosegregation during melt-

ing and long-range liquid concentration gradients accompanying this segregation - is offered here.

Macrosegregation during LPS (or melting) can arise if the densities of the alloy components differ.

For example, in melting if the higher-melting component is not present in amounts sufficient to

develop an interconnected structure, this component can sink (assuming it is more dense than the

liquid) to the crucible bottom. This produces a liquid head consisting of (to a first approximation)

the pure lower-melting component. The segregation takes considerable time to eliminate as it exists

over a macroscopic distance (the initial particle-settling distance). Similar considerations apply to

LPS. Elimination of macrosegregation proceeds in stages. Following initial settling, the liquid in

the liquid-plus-solid zone formed by the settling attains its equilibrium composition. Elimination of

the long-range liquid concentration gradient takes place subsequently. The tendencies for

macrosegregation and the structural evolution in melted/sintered materials can be summarized in a

melting map which has axes of alloy and alloy liquidus compositions. Estimated times for the

various melting stages can be placed on such a map. The scenario described here is supported by

experimental studies of LPS in Pb-Sn alloys.

I. Introduction

Metallurgists usually think in terms of "solidification" when considering liquid/solid transforma-

tions. We are less often concerned with what "goes on" during melting. There is reason. Commer-

cial melting operations usually involve turbulent liquid flow which produces a melt uniform in

composition prior to its being cast. As a consequence, the structure and properties of the casting/

ingot are dictated by the solidification process.

Melting need not involve turbulent flow. Such quiescent melting is common to many laboratory

operations; for example, if a resistance furnace is used for the heating, turbulent flow can be

avoided. Quiescent melting can result in macrosegregation due to the effects of gravity. When the

temperature exceeds the melting temperature of the lower melting component, the unmelted solid

may either sink (or float) to the crucible end prior to dissolving in the liquid. If such settling occurs

(there are situations where it does not), macrosegregation results? Such macrosegregation can also

occur during LPS. Later, we present experimental results demonstrating this.
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II. Some Thought Experiments

We begin with a thought experiment. Consider a binary isomorphous system (Figure 1) in which A

melts at a lower temperature than B. The density of solid B as greater than that of liquid A. Take a

cylinder of A and place it within a crucible; place a like cylinder of B above it. The relative

amounts of A and B are chosen so that equilibrium corresponds to a fully liquid state. Heat the

container to a temperature above A's melting temperature but below that of B. On doing this, the

solid cylinder of B sinks to the crucible bottom, and a head of liquid A lies above it. Melting in this

case requires long-range diffusion. The "melting time" is on the order of the square of the solid

length divided by D L, the liquid diffusion coefficient. This scenario is so simple that it is obvious.

However, much the same thing can happen in conventional quiescent melting operations.

A atom ffa_on 8

Figure 1. Binary isomorphous system used to discuss macrosegregation in melting and LPS.

We now consider this kind of melting and extend the description to LPS; only details differ be-

tween the processes. We describe a melting scenario, presenting at each stage of the process the

anticipated structure, and provide approximate times for the several melting stages. 2

We consider compositions in atom fractions and take the elemental atomic volumes as equal. They

are not, but the assumption reduces the complexity of the description while maintaining focus on

the physics of the process. The corrections required due to the differing elemental atomic volumes

are straightforward [2]. We prepare a macroscopically homogeneous mixture of A and B in the

form of granules, pellets, or powders and heat the mixture above A's melting temperature but below

B's. 3 We first consider alloy compositions c_ (cf. Figure 1) less than the liquidus (cL.) At equilib-

rium this material is a homogeneous liquid of composition c_. Thus, this is a melting operation.

When A melts, the B particles may sink to the container bottom. Whether this happens depends on

the initial B volume fraction. If it exceeds a critical value (Vc.,) the amount of B present is sufficient

to establish an interconnected solid. Then initial settling does not occur. We treat V as a system-

dependent parameter with a value lying between ca. 0.2 to 0.6 [3-5].

If the B volume fraction is less than Vc_, the B particles settle at a velocity on the order of the

Stokes velocity [2,3]. Settling continues until the solid-phase volume fraction reaches V near the

container bottom. If this settling is rapid enough (it usually is), B does not dissolve in A during the

settling. Thus, the resultant structure (Figure 2a) consists of a pure A liquid head situated above a

"mushy zone" of pure solid B immersed in pure liquid A.
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The B particles in the mushy zone then dissolve in the liquid there until the liquid mushy-zone

composition reaches cw The time for this is on the order of rZ/DL, where r is the solid-particle

radius. The mushy zone may persist following this stage if the average B concentration there

remains above q. The particle solution causes a recession of the mushy zone since the solid par-

ticle volume fraction is reduced by the solution whereas the stipulation of a critical V remains.

Thus, following this second melting stage the sample consists of a liquid head of pure A (existing

over the initial settling distance), a second liquid zone having composition c L(caused by the reces-

sion of the mushy zone), and a mushy zone of length less than the initial one. This mushy zone

now contains pure solid B and liquid of composition cL(Figure 2b).

Two other processes follow. First, the solid in the mushy zone incorporates A as it attempts to reach

the solidus composition. The time for this is about r2/D (D s = a solid-state diffusion coefficient). D

values are often about 10 .4 DLso this homogenization takes place relatively late in the process.

However, solid-state homogenization does not alter our "story." While incorporation of A into

the solid increases the mushy-zone solid volume fraction, V is a minimum volume fraction, and

the mushy zone can incorporate a solid volume fraction greater than Vcc Thus, during solid-state

homogenization the interface between the liquid and the mushy zone remains fixed even as the

solid volume fraction in the mushy zone increases. Finally, solid-state homogenization is pertinent

to liquid-phase sintered structures. For alloys that melt (c_ < cL), the solid usually completely dis-

solves before appreciable solid-state diffusion occurs.

The second later process is final melting (ifc_ < cL ). It is achieved by long-range diffusion of A

from the liquid head to the mushy zone (and reverse diffusion of B). This leads to further solid

dissolving in the mushy zone. Equilibrium is reached when a liquid of uniform composition c_ is

attained (Figure 2c(i)). This equilibration time is on the order of the square of the original liquid

head length divided by D L. This time is usually orders of magnitude greater than the time to pro-

duce a uniform liquid composition in the mushy zone.

There are two differences in treating LPS (c_ > c0. First, the equilibrium structure now contains a

mushy zone (Figure 2.c(ii)). And, since a solid phase is present at equilibrium, equilibrium is not

reached until the solid composition is adjusted to cs.

III. The Zone Sizes and Melting Maps

In [2] we showed that initial settling (i.e., Xo/L > 0; Fig. 2a) occurs only if c_ < Vc. This was done

by an atom balance. Additional atomic balances can be used to determine the relative extents of the

different zones illustrated in Figure 2 [2]. The results are summarized in Table 1. They apply to a

system in which the elemental atomic volumes are the same. However, as noted previously, conver-

sion to a situation where this is not the case is straightforward.

The relationships among the different liquid zone lengths and c_, cL, and V are linear. They can

be represented in a "melting map" which has axes ofc_ and cLand is constructed for a specific

value of V,. A map for V = 0.6 is shown in Figure 3a. One way of viewing such a map is to

divide it into two regions; one for melting (cL> c_) and one for LPS (cL< cj).

Three subregions - xyl, xll, and 011 - are shown in the "melting" area of Figure 3a. The designa-

tions correspond to the values of x/L at the completion of each of the three melting stages. Thus,
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Figure 2. Schematics of structural development in melting and LPS when gravity instigated

macrosegregation occurs. Details of the processes are described in the text.

the last 1 in the sequence signifies that the final state is fully liquid. An x as the first letter in the

sequence (as opposed to a 0) means that initial particle settling occurs. Thus, the boundary between

xyl (and xll) and 011 is established at c_ = V+.

When xo/L > 0, the structure following initial settling consists of a liquid head (pure A) and a

mushy zone (pure solid B plus pure liquid A). Subsequently B dissolves in the mushy zone and

the structure in a sample designated xyl now consists of a zone of pure liquid A (occupying the

fractional distance x at the sample top), a liquid region of composition cLover the fractional dis-

tance y-x, and a mushy zone containing pure B immersed in liquid of composition c L. Following

solution of B for a sample designated xll, the sample is completely liquid. However, two liquid

regions exist; one is pure A (near the sample top) and the other (near the sample bottom) has

composition ct+.Thus, compositional equilibrium in alloys denoted xl I and xyl requires long-

range liquid diffusion.

Only 011 compositions undergo "normal" melting. In them, dissolution of solid B takes place

uniformly over the sample length and, at its completion (the first 1 in the designation), the liquid is

of uniform composition c L. Such alloys require no long-range liquid diffusion to homogenize them.

Heating a mixture of A and B above B's melting temperature does not necessarily prevent

macrosegregation. That is, for compositions prone to settling, B particles can do so during the time

spent in increasing the temperature from the melting temperature of A to that of B, a heating rate

on the order of several hundred K/s may be needed to melt B before it settles to the crucible bottom

[2].

There are also three subregions - xyz, 0xx, and 000 - in the LPS regime of Figure 3a. Initial

settling occurs for xyz compositions. These alloys the mushy zone recedes during dissolution of

solid B. Thus, these alloys develop long-range liquid concentration gradients. When these are

eliminated, the liquid has translated to a fractional position z. Alloys noted 0xx do not undergo

initial settling. However, during solution of B in the liquid, a fully liquid zone forms. But this zone
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Table1.Structuralevolutionduringmeltingandliquidphasesintering.
I

Meltin_ Liquid Phase S interin_

x0/L 1 - (c/V) 1 - (cl/V)

x'/L {( 1-Vgcj. + (x0/L)V _}/V ( 1-cj) {(1 -Vcs)C L "}" (x0/L)V _ - cl) }/Vc_'( 1-cL)

x_/L l {( 1-V )c,. + V - c L) }/V+_I(1-c 0

V =06

1 r" 'T • _ + i + 1 _ I I¸ + i r | _ + + 1 , T' • t • _ _ ' ' " ' ' • I ' ''+ '

normal :'tmlt+n_ : $x_0 •

0.8 + m,<j,+,<_t,mr,-._mg - 0.8

clev(_oom_m

0.6 k_v_ .._,._,,d_..,_ ./'_'_'_+ - 0.6 r .
_y zor, e " c. _I0 • s

0 0 .... t . . - _ . • .

0 0.2 0.4 0.6 0.8 0 0.2 0,4 0+6 0.8
p, c,

(a) (b)

Figure 3. (a) A melting map illustrating the evolution of structure during melting/LPS. (V = 0.6 for the

situation here). Co) Liquid compositional equilibration times superimposed on the melting map.

has composition c Land, therefore, liquid compositional uniformity is reached at the end of the B

solution stage (hence the double x). The situation does not differ much for 000 compositions. Here,

however, the overall B content is high enough so that a mushy zone occupies the whole of the

sample length throughout LPS. During the B solution stage, though, the average solid content in

the mushy zone is reduced.

Figure 3a can also be viewed as defining whether or not long-range liquid concentration gradients

develop during melting/LPS. Compositions not displaying initial settling do not develop such

gradients, and vice-versa. The differences in the liquid compositional equilibration times for the

situations are striking. The times for each of the melting stages are known approximately [2]. This

permits liquid compositional equilibration times to be displayed on a melting map, as is done in

Figure 3b for a system for which V = 0.6. The times shown were determined as follows. Ifc_ >

V there is no initial settling; liquid compositional equilibrium is attained following solution of B in

the mushy zone and the times shown on the map are the B solution time (on the order of (r2/D0cL;

system parameters used in calculating times are given in [2]). These times are short (although they

are typically longer than initial particle settling times). As a consequence, liquid compositional

uniformity in LPS and melting is attained quickly when c _>Vc_,. For alloys displaying initial

settling and, therefore, long-range liquid concentration gradients, the time required to eliminate

these is about Xo2Ct/Dt.. Chemical equilibrium during LPS also requires the solid to have the

composition cs. The time to achieve this is about (r2/Ds)(1-Cs). This time is considerably longer than

the B solution time. The solid-state homogenization time could be estimated were D known, and

this time could also be displayed in Figure 3b. However, it is probably just as convenient to add the

solid-state homogenization time to the times displayed in Figure 3b.

The ideas put forth here are fairly simple. But that does not mean they are readily absorbed at first

reading. In [2] we have included a table that might help in this regard. It summarizes equilibration
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timeslor melting/LPSandstructuralevolutionduringprocessing.Thevarioustimesassociated
with theseveralprocessesarealsoprovided.

IV. Some Experimental Results

We have conducted a number of experiments employing two model systems (Pb-Sn and Ni-W).

The results suggest the above scenario is followed. A paper is currently being written that provides

details [6]. Here we use one Pb-Sn alloy composition as an illustrative example. The Pb-Sn system

is a simple eutectic (eutectic composition of 71.9 at. % Sn). Betbre proceeding, though, some

comments on how melting and liquid-phase sintering differ in a eutectic and in a binary isomor-

phous system are in order.

Consider melting of a eutectic alloy. The original solid consists of equiaxed o_and 13grains, and the

phase compositions are equilibrated at a temperature slightly below the eutectic. The alloy is now

heated above the eutectic. The reaction is

o_+ _->L

Melting t_es place at the interface between the two solid phases. The liquid interfacial composi-

tions are the equilibrium ones. That is, one composition is hypo- and the other hypereutectic;

however, the average liquid composition is the eutectic. As melting proceeds, the steric hindrance

provided by the solid phases to their sinking/floating is removed. Then o_particles sink to the

container bottom (0_ is the denser phase) and [3 particles float to its top. Eventually a skeletal solid

forms at both locations. At the end of this stage we anticipate that the mushy zones contain solid

particles imbedded in a liquid ofeutectic composition. The liquid between the zones also has this

composition. Liquid compositional equilibrium is then established in the mushy zones; i.e., the

liquids there attain the respective equilibrium liquidi. This is accompanied by solid phase dissolu-

tion in the zones and concurrent sedimentation. A long-range concentration gradient across the

liquid zone is simultaneously established. Nearer the container top the liquid has composition cLi3;

nearer the bottom it has composition CLor As the long-range composition gradient is reduced,

additional solid dissolves in both mushy zones and the zones further recede. Melting is complete

when the mushy zones disappear. However, a long-range concentration gradient may persist even

after the structure is fully liquid. Clearly, the stages of melting of a eutectic parallel those of melting

of a binary isomorphous alloy.

A hypereutectic Pb-78 at. % Sn alloy heat-treated at 186 ° C (3 ° C above the eutectic), is used to

illustrate. Starting materials were prepared by melting the elements and shaking the alloy vigor-

ously prior to solidification. The alloy was then swaged. Prior to heat-treating, the structure con-

sisted of equiaxed 0_and I_grains.

Optical micrographs of this alloy after heating for 1 hr and 40 min are shown in Figures 4a-e. A

schematic of the macrostructure is also shown in Figure 4. Five zones can be distinguished. A Sn-

rich mushy zone is found near the sample top. Below this is a zone containing 13dendrites (Figures

4b and c); thus, at the heat-treatment temperature this zone was a hypereutectic liquid. A region of

almost fully eutectic structure (bottom of Figure 4c) separates this region from one in which pri-

mary 0t dendrites are present (Figure 4d). Thus, the liquid in this zone was hypoeutectic. Finally, at

the sample bottom a Pb-rich mushy zone is observed (Figure 4e). When the heat-treatment time is

extended to 6 hr and 40 min, macrosegregation persists but to a lesser degree (Figure 5a-c). For

example, a Pb-rich mushy zone is no longer present, and the region containing 0_dendrites is
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Figure 4. Microstructures [(a)-(e)] and schematic macrostructure (left) of the 78 at. % Sn alloy

heat-treated for 1 hr and 40 min at 186 ° C. The sequence (a) to (e) is from sample top to bottom

and clearly indicates that macrosegregation is present in the sample.

Figure 5. Microstructures [(a)-(c)] and schematic macrostructure (left) of the 78 at. % Sn alloy

heat-treated for 6 hr and 40 min at 186 ° C. The sequence (a) to (c) is from sample top to bottom.

Macrosegregation is reduced compared to what is displayed in Figure 4.
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reduced.Likewise,theSn-richmushyzoneis lesspronounced.Similarmacrosegregationhasbeen
observedinaseriesof hypo-andhypereutecticPb-Sncompositions.All respondsimilarly toaLPS
treatment.Resultsof thisworkarebeingreadiedfor publication.

V. Summary and Conclusions

When two-phase solids are melted or liquid-phase sintered, long-range liquid concentration gradi-

ents can develop as a result of particle settling. The settling can lead to further particle sedimenta-

tion that comes about as the liquid composition becomes uniform. We have shown, by concept

and examples, how initial settling can lead to particle sedimentation. On this basis, "true" sedimen-

tation cannot be studied prior to elimination of the long-range liquid concentration gradient. "Melt-

ing maps," which illustrate the proclivities of a given alloy composition for sedimentation, are

convenient guides to the phenomenon. Times for compositional equilibrium can be approximately

calculated and superimposed on such maps.

VI. End Notes

t _ This is the "melting" equivalent of dendrite settling that can give rise to macrosegregation

during solidification [ 1].

: - We realize there is overlap between/among the stages. However, it is not only convenient to

consider the stages sequential but, in many instances, the durations of the stages differ considerably

thereby justifying considering them sequential.

- The situation of heating above B's melting temperature is a "limiting" case, discussed later.
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INTEGRATION OF THE QMSFRG DATABASE INTO THE HZETRN CODE
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Accurate nuclear interaction data bases are needed for describing the transport of space radiation in

matter including space craft structures, atmospheres, and tissues. Transport models support the

identification and development of new material concepts for human and electronic part protection.

Quantum effects are manifested in nuclear reactions in several ways including interference effects

between terms in the multiple scattering series, the many-body nuclear wave functions (for e.g. the

roles of shell structure and Fermi momentum) and nuclear clustering. The quantum multiple

scattering fragmentation model (QMSFRG) is a comprehensive model for generating nuclear

interaction databases for galactic cosmic ray (GCR) transport. Other nuclear databases including

the NUCFRG model and Monte-Carlo simulation codes such as FLUKA, LAHET, HETC, and

GEANT ignore quantum effects. These codes fail to describe many important features of nuclear

reactions and are thus inaccurate for the evaluation of materials for radiation protection. Previously

we have shown that quantum effects are manifested through constructive interference in forward

production spectra, the effects of Fermi momentum on production spectra, cluster nuclei knockout,

and the nuclear response function. Quantum effects are especially important for heavy ions with

mass numbers less than 20 that dominate radiation transport in human tissues and for the materials

that are expected to be superior in space radiation protection.

We describe the integration of the QMSFRG model into the HZETRN transport code. Integration

milestones include proper treatment of odd-even charge-mass effects in nuclear fragmentation and

the momentum distribution of nucleon production from GCR primary heavy ions. We have also

modified the two-body amplitudes in the model to include nuclear medium effects. In order to

include a comprehensive description of the GCR isotopic composition in materials, we have

described the isotopic composition of the GCR by extending the 59-isotope version of HZETRN

to an 120-isotope version. The isotopic composition of most primary GCR elements (including H,

He, C, N, O, Ne, Mg, Si, Ar, Ca, Cr, and Fe) are included in the extended model. We discuss

results for the high-energy neutron composition inside materials, and the charge and mass distribu-

tion for benchmark GCR problems.

* The full report for this project was not included due to image complications. Please contact Dr.

Cucinotta for more information on this project.
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Modeling solidification microstructures has become an area of intense study in recent years. The

properties of large scale cast products, ranging from automobile engine blocks to aircraft compo-

nents and other industrial applications, are strongly dependent on the physics that occur at the

mesoscopic and microscopic length scales during solidification. The predominant morphology

found in solidification microstructures is the dendrite, a tree-like pattern of solid around which

solidification proceeds. The microscopic properties of cast products are determined by the length

scales of these dendrites, and their associated segregation profiles. For this reason understanding

the mechanisms for pattern selection in dendritic growth has attracted a great deal of interest

from the experimental and theoretical communities.

In particular, a great deal of research has been undertaken to understand such issues as dendrite

morphology, shape and growth speed. Experiments on dendrite evolution in pure materials by

Glicksman and coworkers on succinonitrile (SCN), and more recently pivalic acid (PVA), as well

as other transparent analogs of metals, have provided tests of theories for dendritic growth, and

have stimulated considerable theoretical progress [5, 7]. These experiments have clearly demon-

strated that in certain parameter ranges the physics of the dendrite tip can be characterized by a

steady value for the dendrite tip velocity, radius of curvature and shape. Away from the tip, the

time-dependent dendrite exhibits a characteristic sidebranching as it propagates, which is not yet

well understood. These experiments are performed by observing individual dendrites growing

into an undercooled melt. The experiments are characterized by the dimensionless undercooling.

Most experiments are performed at low undercooling.

The geometric complexity of dendritic microstructures has greatly hampered further theoretical

progress. Several numerical calculations of evolving dendrite shapes have been attempted. The

goal of these calculations is to test the theory by comparing computed dendrite shapes and

scaling laws with experimental observations. The solution of the dendrite growth problem has

been made more tractable with the introduction of the phase field model [8]. The phase field model

avoids the problem of front tracking by introducing an auxiliary continuous order parameter that

couples to the evolution of the thermal or solutal field. The phase field interpolates between the

solid and liquid phases, attaining two different constant values in either phase, with a rapid transi-

tion region in the vicinity of the solidification front.
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Thepricetobepaidfor theconvenienceof usingthecontinuousorderparameteris theintroduction
of anewlengthscaleW whichrepresentsaboundarylayeroverwhichtheorderparameter
changessign.Thisdistanceis referredto astheinterfacewidth.Onerequirementof thephasefield
modelis to recovertheStefanlimit in amannerthatis independentof theinterfacewidth asW
approachessomeappropriatelimit.

Whileexpandingthehorizonof solidificationmodeling,phasefield modelinghasstill been
limitedto small systemssizes.Themainproblemis therequirementthattheinterfaceregion
mustbe resolvedto orderof thecapillarylength,within adomainwhosesizeis setby diffusion.
For smalldimensionlessundercooling,theratioof thesystemdimensionto this minimal grid
spacingcanbegreaterthan100,000.Ourresearchhasfocusedonextendingthecomputationally
tractableregimefor phasefield modelsto low undercooling.Whatis neededto gobeyondthe
high undercoolinglimit is aneffectiveadaptivetechniquewhich dynamicallycoarsensthegrid
spacingawayfrom thefront.

Wehavedevelopedanew,computationallyefficientadaptive-gridalgorithmfor solvingaclassof
phasefield modelssuitablefor thestudyof phase-boundaryevolution.Westudytwo-dimensional
dendriticsolidificationmodeledusingtwo coupledfields,onefor theorderparameterandthe
otherfor thethermalor solutefield. Our algorithmeffectivelycombinesandimplementsideasof
adaptive-meshrefinementin thecontextof dynamicdatastructures,allowingusto enlargethe
windowof large-scalesolidificationmodeling.

Thisnewapproachhasallowedusto explorenumerousnewproblemsin solidification.Space
doesnotpermit acompletedescriptionof all of theworkwhichwehavedonesincethelast
reportin thisseries.Instead,wehighlightwork whichwedid in collaborationwith Prof.
GlicksmanandDr. Kossof RensselaerPolytechnicInstituteto examinesomeof their experimen-
talobservations.Thefollowing reportwasderivedfrom ourpaperon thissubjectin Physical
ReviewLetters.[13]

Weexploredendriticgrowthdynamicsat low undercooling, using the full diffusion equation

dynamics. We find that the time-dependent evolution of 2-D dendrite profiles is self-affine in time,

generalizing the results of Ref. [1 ] for the case of growth with a non-constant flux. Underlying

this scaling behavior is a power law dependence on time of the dendrite tip position and maxi-

mum dendrite width. We find that scaling of these quantities displays a cross-over from a growth

regime different from that of Hele-Shaw flow, to one characterized by steady-state tip growth.

Meanwhile, comparison of our low undercooling simulations with microscopic solvability theory

gives good agreement for the value of the so-called stability parameter. We also examine scaling

in 3-D dendrite data on pivalic acid obtained from NASA's fourth United States Microgravity

Payload (USMP-4) Isothermal Dendritic Growth Experiment (IDGE), also finding self-affine

scaling in the global time-dependent PVA dendrite profiles.

The simulated dendrites are modeled using the phase-field model employed in [6]. Temperature T

is rescaled to U = Cp (T - Tm ) / L, where Cp is the specific heat at constant pressure, L is the latent

heat of fusion and TMis the melting temperature. The order parameter is defined by _ with 0 = 1 in

the solid, and _ = - 1 in the liquid, and the interface defined by _ = 0. In what follows time is

rescaled by the time scale 'to characterizing atomic movement in the interface, and length by the

length scale W o characterizing the width of the liquid-solid interface. The model is given by
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where D = a'Co/W2 o, ot is the thermal diffusivity, and K controls the coupling of U and _. Anisot-

ropy has been introduced in Equation (1) by defining the width of the interface to be W (h') -

WoAOf) and the characteristic time by rE) = roA2(-ff) [6], whereA(-ff) _ [0,1], andA(-ff) = (1-3c)
" ,, 9 '_ I/'_

4_..L¢*,_4+¢,_!_]. The vector n' = (0 xx + _,yY)/(0",x +O',y) " is the normal to the contours of #,1+ i-3_ pv, I_

and 0,x and _,y represent partial derivatives with respect to x and y. The constant e parameterizes
the deviation of W(fi') from W o. We expect the results to be similar for other definitions of anisot-

ropy [4]. The parameters of Equation ( 1) are related to the appropriate Stefan problem using the

relationships given in [6]. In particular, W, z, _, and D may be chosen to simulate an arbitrary,

anisotropic capillary length d(fi ), and interface attachment coefficient [3Cfi ), which we chose here

as [3--0, a limit appropriate for SCN and PVA.

Table 1: Parameters for simulated dendrites. The time t*=255622.4

A E Z_iXmin At
0.25 0.05 0.78 0.048

0.1 (A) 0.05 0.78 0.08

0.1(B) 0.05 1.56 0.08

0.05(t < t*) 0.025 1.56 0.03

0.05(t > t*) 0.025 0.78 0.03

D d O L x L,,
13 0.043 12800 6400

13 0.043 102400 51200

30 0.01846 102400 51200

40 0.01385 102400 51200

40 0.01385102400 51200

Simulated dendrites were computed by solving Equation ( 1) using the adaptive-grid method of

Reference [ 11, 12]. Simulated dendrites were grown in a 2-D quarter-infinite space using zero-flux

boundary conditions along the sides of the system. Growth was initiated by a small quarter disk of

radius R 0 centered at the origin. The preferred growth directions are along the x and y axes,

making these the directions of growth of dendrite branches. The order parameter is initially set to

its equilibrium value _0(_ = -tanh(( I_"] - Ro)/'_) along the interface. The initial temperature

decays exponentially from U = 0 at the interface to its far-field, undercooled value -A as g --, _.

Simulation data presented in this paper were obtained for three undercoolings: A = 0.25 and 0.1

and 0.05. Details of these data are presented in Table 1. The two data sets for A = 0.1 correspond

to different minimum grid spacings AXmi n [11, 12]. Seed radii used in our simulations were R0=

8.5, 15, 30, 30 for A = 0.25, 0.1(A), 0.1 (B), 0.05, respectively. In all cases R0is smaller than the

thermal diffusion length by a factor of 20 or greater.

The results of our low undercooling simulations are also contrasted here with new experimental

data obtained from PVA dendrites. These experiments were performed by four of the authors

(LaCombe, Lupulescu, Koss and Glicksman) during NASA's USMP-4 Isothermal Dendritic

Growth Experiment (IDGE). This experiment is described in detail elsewhere [7]. The IDGE

experiment is designed to study dendrites grown under microgravity conditions, where transport in

this particular process is considered to be conduction-limited. The crystals are grown in an under-

cooled melt, controlled to within 0.001K. Growth is monitored thermometrically, while images are

obtained from two perpendicular directions using video and still cameras (electronic and film).
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Experimentalresultspresentedherewerecomparedwith four independentdatasubsetsfor den-
dritesgrownatundercoolingsof 0.58K,0.63K,and0.47K.Wepresenttheresultsfromexperi-
mentscorrespondingto A = 0.052. These data were captured at times t 1 -- 42.48, t 2 = 62.73, and t3

= 82.98 seconds after the dendrite was detected. The anisotropy for PVA was estimated at Epv a =

0.025 [ 10].

We found the individual primary arms of our simulated dendrites to be self-affine, beyond some

transient time, at all undercoolings examined. Figure 1 shows the (A-dependent) scaling profile for

2-D dendrites grown at A = 0.05 and A = 0.25, respectively. The global scaling profile is obtained

by scaling the x-direction by (x- Xb)/Xma x, where Xmax(t) is the distance from the tip Xtip(t) to the

base Xb(t)ofthe dendrite arm, and the y-direction by y/Ymax(t), the maximum half-width of the

lateral dimension of the primary dendrite arm. The tip and transverse directions were found to scale

as Xma x- t13and Ymax- tv, where for A = 0.05, 0. IA, 0.1B and 0.25, [3= 0.0.73, 0.73, 0.78, 0.97,

and 7 = 0.43, 0.43, 0.45, and 0.55, respectively. For the A = 0.25 data, which at late times con-

tained sidebranching induced by lattice-noise, we define Ymax(t) using the mean interface position,

obtained by smoothing the data. This definition of the sidebranch envelope gives different results

than using the maximum of the sidebranch envelope [3,9].

2.0

A=0.05: 1_=0.73, y=0.43

/

1.0 _,,a,,,_. /

o.o

-1.0

\
l
\

_=0.25; _=0.97, "/=0.55

l

-z_.;o o;_ (x_xb)ltl_ olo

Figure 1. Comparison of scaled dendrite profiles for A = 0.05 and A = 0.25. For A = 0.25,

nine times are plotted, spaced between 28643 < t < 66083. For A = 0.05, there are six times in

the range 222022 < t < 279622.

At low undercooling, long-lived transient interactions between neighboring primary dendrite arms

causes their velocity and tip radius to deviate (within simulation time scales) from their steady-state

values predicted by solvability theory [11 ]. However, we do find that the stability parameter (5*=

2doD/V R 2, where V and R are the time-dependent velocity and tip radius, agrees well with the

value predicted by solvability theory. Figure 2 shows _* vs. time from our simulations at A = 0.25,

0.1 and 0.05. Error bars were estimated using AV, the fluctuations in velocity, and A R, deviations

in radius of curvature. The radius was obtained by fitting to a second order polynomial near the tip.

Deviations in the fit gave an estimate for A R. Data for A = 0.1 set B, omitted for clarity, converge
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Figure 2. Simulation data of a* vs. time for A = 0.25,0.1 (set A) and 0.05. For clarity, the A = 0.1 and

0.25 data have been shifted along the y-axis by 0.04 and 0.02, respectively.

to approximately the same _'_ as the A = 0.1 set A data, but display somewhat larger fluctuations

around the mean, due to the larger grid spacing used.

The time-dependent behavior of the tip position and lateral growth rate of our 2-D dendrites are

characterized by the scaling of Xmax(t) and Ymax(t). Figure 3 shows Xma x and Ymax scaled onto

respective crossover functions of the form

Xmax(t)/Lt_ = _-_---Fx(t/'co), (2)
and -D

Y x(t)/Lt_ = (_-_j/2Fy(t/'tD), (3)

The parameters L D and 1;D are effective diffusion length and time scales characterizing the interme-

diate regime, and are fit to give collapse of the Xma x and Ymax data. The data for Fx(Z ) show a

crossover scaling from fit to approximately Fx(Z) - z °25 at early times to Fx(Z) - z°°3 in the steady-

state regime. The cross-over in Fy(z) is given by Fy(z) - z °°7 at small z to Fy(z) - z °°5 at large

arguments of FIZz). Exponent errors were approximately _+0.02, except for the A = 0.25 data at late

time, where they were _+0.05. These asymptotic limits are demonstrated by the leveling off of

FX(X) and F},(2') as 2,= t/r D becomes large.

We note that our scaling of the data is different from that ofAlmgren, et al. [2], who scaled their

dendrite shapes on the tip position measured from the origin, rather than the root. We do this

because our method produces better data collapse over the entire dendrite arm. However, this

approach necessarily results in different numerical values for the exponents.

Self-affine time-dependent scaling was also found in the mean dendrite profiles of the new 3-D

IDGE PVA data. Figure 4 shows the scaled PVA data for t = t I ,t 2, t3. For comparison these data

are superimposed on our 2-D simulation data for A = 0.05, E = 0.025. There is a slight asymmetry

in the PVA data, likely due to interactions with other dendrite arms. For this reason, we scaled with
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Figure 3. Crossover scaling functions describing lateral width of simulated dendrite arm Ymax and tip-to-

base distance Xma x , for A : 0.25,0.1 (sets A and B) and 0.05.

respect to the top side the dendrite profile. Similar scaling was observed in all four IDGE data sets.

The experimental and simulated profiles show clear differences near the tip, as one would expect.

Curiously, however, the profile shapes are in good agreement away from the tip. Similar results

were also found in our A = 0.1 data. The reason for this is illustrated in Figure 4, which shows that

the difference in 2-D dendrite profiles is small away from the tip.

As plausible explanation for the apparent agreement between our low undercooling 2-D simula-

tions and our 3-D experimental data, we note that away from the tip, the diffusion field is more

cylindrically symmetric than at the tip because the local diffusion length is larger. Thus diffusion of

heat away from the interface is better approximated by the 2-D diffusion equation. We hope to

examine this idea critically, as well as to accurately determine the experimental scaling behavior in

future publications.

We thank Wouter-Jan Rappel for the code to obtain solvability results, Terry Chay for useful

discussions. We also thank Julie Frei, and Douglas Corrigan for assistance in obtaining the PVA

dendrite profiles. This has been supported by the NASA Microgravity Research Program, under

Grants NAG8-1249, and NAS3-25368.
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PHASE FIELD MODELING OF MICROSTRUCTURE DEVELOPMENT IN

MICROGRAVITY

Jonathan A. Dantzig _and Nigel Goldenfeld 2
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This newly funded project seeks to extend our NASA-sponsored project on modeling of dendritic

microstructures to facilitate collaboration between our research group and those of other NASA

investigators. In our ongoing program, we have applied advanced computational techniques to

study microstructural evolution in dendritic solidification, for both pure isolated dendrites and

directionally solidified alloys. This work has enabled us to compute dendritic microstructures

using both realistic material parameters and experimentally relevant processing conditions, thus

allowing for the first time direct comparison of phase field computations with laboratory obser-
vations.

This work has been well received by the materials science and physics communities, and has led

to several opportunities for collaboration with scientists working on experimental investigations

of pattern selection and segregation in solidification. While we have been able to pursue these

collaborations to a limited extent, with some important findings, this project focuses specifically

on those collaborations.

We have two target collaborations: with Prof. Glicksman's group working on the Isothermal

Dendritic Growth Experiment (IDGE), and with Prof. Poirier's group studying directional solidi-

fication in Pb-Sb alloys. These two space experiments match well with our two thrusts in model-

ing, one for pure materials, as in the IDGE, and the other directional solidification. Such collabo-

ration will benefit all of the research groups involved, and will provide for rapid dissemination of

the results of our work where it will have significant impact.
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KINETICS OF NUCLEATION AND CRYSTAL GROWTH IN GLASS FORMING
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(573) 341 - 4354 (tel), (573) 341 - 2071 (fax), day @ umr.edu/csray @ umr.edu

INTRODUCTION

This flight definition project has the specific objective of investigating the kinetics of nucleation

and crystal growth in high temperature inorganic oxide, glass forming melts in microgravity. It is

related to one I of our previous NASA projects that was concerned with glass formation for high

temperature containerless melts in microgravity. The previous work culminated in two experi-

ments 2.3 which were conducted aboard the space shuttle in 1983 and 1985 and which consisted of

melting (at 1500" C) and cooling levitated 6 to 8 mm diameter spherical samples in a Single Axis

Acoustic Levitator (SAAL) furnace.

Compared to other types of materials, there have been relatively few experiments, 6 to 8, con-
. Oll

ducted on inorganic glasses in space. These experiments-- have been concerned with mass

transport (alkali diffusion), containerless melting, critical cooling rate for glass formation, chemi-

cal homogeneity, fiber pulling, and crystallization of glass forming melts. One of the most

important and consistent findings in all of these experiments has been that the glasses prepared in

microgravity are more resistant to crystallization (better glass former) and more chemically

homogeneous than equivalent glasses made on Earth (1 g). The chemical composition of the melt

appears relatively unimportant since the same general results have been reported for oxide,

fluoride and chalcogenide melts. These results for space-processed glasses have important

implications, since glasses with a higher resistance to crystallization or higher chemical homoge-

neity than those attainable on Earth can significantly advance applications in areas such as fiber

optics communications, high power laser glasses, and other photonic devices where glasses are

the key functional materials.

The classical theories for nucleation and crystal growth for a glass or melt do not contain any

parameter that is directly dependent upon the g-value, so it is not readily apparent why glasses

prepared in microgravity should be more resistant to crystallization than equivalent glasses

prepared on Earth. Similarly, the gravity-driven convection in a fluid melt is believed to be the

primary force field that is responsible for melt homogenization on Earth. Thus, it is not obvious

why a glass prepared in space, where gravity-driven convection is ideally absent, would be more

chemically homogeneous than a glass identically prepared on Earth. The primary objective of the

present research is to obtain experimental data for the nucleation rate and crystal growth rate for

a well characterized silicate melt (lithium disilicate) processed entirely in space (low gravity) and
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comparethese rates with the nucleation and crystal growth rates for a similar glass prepared identi-

cally on Earth (1 g). The nucleation and crystal growth rates for a melt prepared in space have

never been measured directly, but such data are expected to explain (at least partially) these puz-

zling, but extremely interesting results that have great scientific and practical relevance to the

development, manufacturing, and use of inorganic glasses, glass-ceramics, the new bulk metallic

glasses (BMG), and other solids derived from a melt.

I. Experiment

The present paper describes our overall plan for measuring, for the first time, the nucleation rate (I)

and the crystal growth rate (U), each at three different temperatures, for a Li_O.2SiO, (LS,) glass

prepared in space, see Tables 1 and 2. The glasses prepared in space will be made by remelting a

glass prepared on Earth. A glass cylinder contained in a doubly sealed platinum cylinder (2.5 cm

long and 1.0 cm in diameter) wilt be melted at 1400 ° C for 3 h and quenched to glass at an appro-

priate cooling rate. After melting and cooling, the encapsulated glass samples will be given a

nucleation heat treatment at either 440, 455, or 470 ° C for 1 to 5 h and a crystal growth heat

treatment at 590, 610, or 630'' C for 10 to 30 min. The samples heat treated in space will be

analyzed on Earth to determine I and U which will be compared with the I and U values for

glasses melted and heat treated (for nucleation and crystal growth) identically on Earth.

Table 1. Experimental plans for measuring nucleation rate (I) for a LS 2 glass in space (samples are

doubly sealed in platinum capsules).

Melting in

Smnple Space

Type Temp./Time

A 1400°C/3h

A None

(Melted on Earth)

Nucleation

lTemp. °C
440

455

470

440

455

470

Time, Hour

1 3 5

,/ 4,/

V,/,/

,/ ,/ ,/

V ,/ V

-4,/4

,/ `/ `/

Crystal

Development

TempJTime

600 °C/20 min

A

A 1400°C/3h

A,B 1400°C/3h

None

(Melted on Earth)

Nucleation

Temp./Time

455°C/30min

455°C/30min

A, Glass premelted on Earth.

Crystal Growth

Time, Min

Temp. °C

590

610

630

590

610

630

10 20 30

,/,/,/

,/,/,/

,/,/,/

,/,/,/

,/,/V

`/`/,/

None (A-N, B-N)

B, Glass premelted on Earth with a colored spot.

A-N, B-N: Melted in space, but no nucleation or crystal growth heat treatment in space.
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Melting in

_mple Space

Type Temp./Time

A,B 1400 °C/3h None (A-N, B-N) None

Table 2. Experimental plans for measuring crystal growth rate (U) for a LS 2 glass in space

(samples are doubly sealed in platinum capsules).



Thetraditionalmethod_2"_3,whichrequiresmeasuringthenumberorsizeof crystalsbyopticalmicros-
copyonpolishedsectionsof theheattreatedsamples,will generallybeusedtodetermineI andU. A
newlydevelopedaltemativemethod)_whichusesdifferentialthermalanalysis(DTA)andwhichhas
severaladvantages(faster,smalleramountof samples,lesscomplexityforsampleprocessing)overthe
traditionalmethodwill alsobeusedfor measuringI andU. AsshowninFigures1and2,thevaluesof I
OFUfor a LS 2 glass determined by the present DTA method are in excellent agreement with the I and U

values determined by the more time consuming, traditional method.
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Figure 1. Nucleation rate (I) for Li20.2SiO 2 glass as a function of temperature.
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Figure 2. Crystal growth rate (U) for Li20.2Sio 2 glass as a function of temperture.

Some of the glass samples melted in space in platinum capsules will be returned to Earth in their as-

quenched condition (i.e., without any heat treatment for nucleation and crystal growth in space) for

structural evaluation, measuring specific properties, and determining the concentration of quenched-in

nuclei (Nq) in these glasses (samples in the bottom row of Tables 1 and 2). A comparison of Nq in the
space and Earth melted glasses will provide qualitative information on the degree of chemical homoge-

neity in these glasses. A glass containing a colored (blue) spot on its surface (sample B in Tables 1 and

2) will also be remelted in space for assessing the extent of fluid flow in high temperature melts in

microgravity. Any movement of the blue spot in the melt will leave a blue trail in the melt.

H. Hypothesis

The reason why space glasses appear to be more resistant to crystallization than identical glasses pre-

pared on Earth is not known at this time, but "shear thinning" is suspected to be a likely reason. "Shear
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Figure 3. Change in the effective viscosity (qeff with shear rate'y for a Li20.2SiO 2 glass at 483°C

(tin ~ 2.24 x 10 _°Pa.s). From reference 18.

thinning" is the reduction in viscosity, which occurs with increasing shear rate in non-Newtonian liquids

at a constant temperature as shown in Figure 3. Such a reduction in viscosity with increasing shear rate

has been reported for several commercial glasses 15-_7,including the lithium disilicate (LS2_ composi-

tion,S. _9that will be used in our space experiments. The reported fTj_decrease in viscosity with increas-

ing shear rate for a LS 2 glass is shown in Figure 3. Our hypothesis is that the gravity-driven convective

flow that is normally present to some degree in a melt on Earth will be much smaller or ideally absent in

the same melt in space. Thus, the nearly stagnant melt in space should experience a smaller (or negli-

gible) shear rate and, consequently, have a higher viscosity (less shear thinning) than a melt on Earth at

the same temperature as schematically shown in Figure 4. A higher viscosity for the space glass would

be expected to make it more resistant to crystallization because of the smaller nucleation and crystal

growth rates, see Figure 4.

\\
\ T=

\ _,q (Space)

_\ \ \ j il (Earth)
_a

! _Shear Thinning)

Temperature

Figure 4. Schematic representation of the anticipated viscosity (rl), nucleation rate (l), and

crystal growth rate (U) for a melt in space and for the identical melt on Earth based on

"shearing thinning."
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Computer modeling for the rates of fluid flow and shear across a LS 2melt of the same shape and

size (cylindrical, 2.5 cm long and 1.0 cm in diameter) as those proposed lbr the flight experiments

were perlbrmed in collaboration with Drs. N. Ramachandran of USRA and E. Ethridge of MSFC,

NASA. The results show that the shear rate scales linearly with the gravity level for a constant

temperature gradient across the melt and increases with increasing temperature gradient, see Figure

5. This means that the shear rate for a glass prepared in space (< 10.4 g) will be at least four orders

of magnitude less than that in the same glass prepared at lg. Data for glasses such as LS, indicate

that a reduction of four orders of magnitude in the shear rate for the space glass could cause the

viscosity to increase from 2 to 10 times. Such an increase in viscosity could decrease the crystalli-

zation tendency (or increase the glass forming tendency) by factors from 16 to 10,000 compared to

an identical glass prepared on Earth.

1 .E-02 .......................................................................................................

'u) E-05 i

• iljJ •_- _'__T_: 1400_C.....

1.E-07 t_'---_ AT: temperature gradient across !

15-08 _ ........................................................... ame,t ,engt__h of 2.5 crz__ `

1.E-04 15-03 1.E-02 1.5-01 1 E*O0
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Figure 5. Calculated shear rate for a LLO.2SiO 2 melt as a function of gravity.

III. Comments

If the values for I and U for the LS 2 glass prepared in microgravity are indeed found to be smaller

than the glass made on Earth, then our understanding of the fundamental processes for nucleation

and crystal growth in glasses will be greatly improved. The classical equations for I and U will

have to be modified to account for differences in gravity through the viscosity term in these equa-

tions. This enhanced understanding of the fundamental mechanisms for glass formation, nucle-

ation, and crystallization could lead to improvements in present-day glass processing technology on

Earth, thereby, improving our ability to produce glasses of higher quality and improved properties.
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We are investigating the u_ of supercritical fluids to extract mineral and/or carbonaceous material from

Martian surface soils and its igneous crust. Two candidate supercritical fluids are carbon dioxide and

water. The Martian atmosphere is composed mostly of carbon dioxide (-95.3%) and could therefore

provide an #l-situ source of carbon dioxide. Water, although present in the Martian atmosphere at only

0.03%, is also a candidate supercritical solvent. Previous work done with supercritical fluids has

focused primarily on their solvating properties with organic compounds. Interestingly, the first work

reported by Hannay and Hogarth (1) at a meeting of the Royal Society of London in 1879 observed

that increasing or decreasing the pressure caused several inorganic salts e.g., cobalt chloride, potassium

iodide, and potassium bromide, to dissolve or precipitate in supercritical ethanol. In high-pressure

boilers, silica, present in most boiler feed waters, is dissolved in supercritical steam and transported as

dissolved silica to the turbine blades. As the pressure is reduced the silica precipitates onto the turbine

blades eventually requiring the shutdown of the generator. In supercritical water oxidation processes for

waste treatment, dissolved salts present a similar problem. Figure 1 shows the solubility of silicon

dioxide (SiO 2) in supercritical water (2) The solubility curve has a shape characteristic of supercritical

systems. At a high pressure (greater than 1750 atmospheres) increasing the temperature results in an

increase in solubility of silica, while at low pressures, less than 400 atm., the solubility decreases as

temperature increases. There are only a few studies in the literature where supercritical fluids are used

in extractive metallurgy, Bolt (3) modified the Mond process in which supercritical carbon monoxide

was used to produce nickel carbonyl (Ni(CO)4). Tolley and Tester (4) studied the solubility of titanium

tetrachloride (TiCI 4) in supercritical CO 2. They reported complete miscibility ofTiCl 4 with supercritic',d

CO 2 (infinite solubility). At 1500 psig, TiC14 and CO 2 form a single liquid phase below 50 °C. Tolley et

al. (5) also reported on the solubility and thermodynamics of tin tetrachloride in supercritical CO 2.

Some of their data for TiC14 are shown in Figure 2. Three criteria have been suggested to predict which

materials are suitable for supercritical extraction (6):

I. Hydrocarbons or lipophilic compounds of low molecular weight and polarity are easily

extracted with supercritical CO 2.

2. Compounds with polar groups are not easily extracted with supercritical CO 2.

3. Separation of mixtures is facilitated if components differing mass, vapor pressure, or polarity.

Materials which meet these criteria of supercritical fluid extraction are volatile metal chlorides such as

germanium and titanium tetrachloride, and metal carbonyls such as Ni(CO 4) and cobalt carbonyl. We

propose to capitalize on the increased solubility and transport properties of minerals, salts and/or

organic material in either supercritical carbon dioxide to recover these materials for use on Mars. We
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will performexperimentstodeterminethesolubilitiesandtherecoverabilityofmineralsandsaltsin
supercriticalcarbondioxide.Althoughamplesolubilitydataexistfororganiccompounds,virtuallyno
dataexistsforinorganiccompounds.In addition,thecriteriastatedabovehavebeendevelopedfor
organiccompounds.Criteriaforpredictingsolubilityof inorganiccompoundsisnon-existent.

The solvating strength ofa supercritical fluid is directly related to the density, which can be varied and

controlled by regulating pressure, temperature, or both. Supercritical fluids have densities and solvating

properties similar to liquid solvents, but have extremely rapid diffusion characteristics, and viscosities

closer to those of gases (7). We plan to take advantage of these solvating properties to extract mineral

and/or carbonaceous material from Martian surface soils and its igneous crust We will vary the tempera-

ture and pressure to determine the maximum solubility in supercritical CO 2. The experimental setup will

use a flow-through system as shown in Figure 3. Materials to be extracted are contained in the extrac-

tion vessel. Supercritical CO 2 or supercritical water will flow through the extractor continuously remov-

ing the materials. The effluent stream will be monitored for the materials. The effluent stream will be sent

to a separator where the temperature and pressure will be reduced to separate the materials from the

CO 2 or water fluid. The CO 2 or water stream can then be reused. The minerals will then be recovered

for thnher processing.

The Viking Lander missions have provided in-situ data for elemental analysis of the composition of

Martian soils. The elemental analysis was performed by X-ray fluorescence spectroscopy. However all

mineralogical information must be inferred based on the constraints placed by the concentrations of

elements and other observations. The chemical analysis of the Martian soil by XRF has been reported in

several publications (8-11 ). The Viking XRF experiments were limited in that they could not detect

elements of atomic number less than 12. Therefore, the elements C, N, and Na which are important in
mineral formation could not be detected. Table 1 shows the elemental concentration of the Martian soil

determined by the Viking X-Ray Fluorescence, reported as oxides of the elements detected (8).

The solubility of a material in a supercritical fluid or in a nfixture containing a supercritical component is

essential for evaluating the viability of a minerals recovery process. Predictive procedures continue to

improve, but require physical properties of both the solute and solvent along with an equation of state.

Table 1. Average Weight % Composition of Sediments Determined by

the Viking Lander X-Ray Fluorescence Spectrometers (7)

Viking Lander I Viking Lander II

SiO 2 44 43

TiO 2 0.62 0.54

Al203 7.3 7

Fe20 3 17.5 17.3

MgO 6 6
CaO 5.7 5.7

K20 <0.5 <0.5

SO 3 6.7 7.9
C1 0.8 0.4

Other 2 2

Total 91 90
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The cubic equations of state, Redlich-Kwong or Peng-Robinson, which include parameters, which

describe the temperature dependence of the attractive terms, have proven most useful. However, the

interaction parameters have been determined mostly from experimental data, and only after proper use

of mixing rules and the assignment of the interaction parameters. Carleson, et al, (14) have recently

developed a group contribution method to predict interaction parameters in the absence of experimental

data. However, even modified cubic equations of state are poor predictors. We will use either the

Redlich-Kwong or the Peng-Robinson equation of state 'along with van der Waals type mixing rules to

correlate the solubilities of the minerals. Brennecke and Eckert (15) reviewed the various equations of

state and concluded that the Peng-Robinson may be as good as more complicated equations. The

constants a and b in the Peng-Robinson equation are determined from critical constants and acentric

factors for the pure compounds. In mixtures, the constants are determined using Van der Waals mixing

rules.

The mixture parameters a and b are related to the pure component terms a i and b i by

=Xn__ _z-,;=,,xxiaijamixlur e /

a:j=( 1-kii )(aia j )1/_, i--xj

= b 3
bmixture - F_Tt t

aii=ai

x i are mole fractions, a i are pure component constants, and kij is the interaction parameter. The fugacity

coefficient can be related by

__N_) RT ]dV RTInZRTln*i = -[_'[( r,'v,': V 5

A .]_i_.x.iaiil_ Z-B(1-2°5).

In0, =b (Z- 1)- ln(Z-B) + 2TgB [2 Ja,, b-_-,,]ln[ Z + _ i+---_5) l

N i is the moles of component i and Z is the compressibility. The Peng-Robinson equation of state relates

pressure and volume to Z, and by using the mixing rules, the fugacity coefficient is determined in equa-

tions 5 and 6. The relation between A and B and the compressibility is given by

Z _ - (1 - B)Z 2 + (A - 392 - 2B)Z- (AB2B - B 3) = 0

AP bP

A - R2T2 B - R2T2

Terrestrial extractive metallurgy has made use of the solvating power of water to recover different types

of minerals. The availability and solvating power of water has made it the ubiquitous solvent of choice.

On Mars carbon dioxide is the ubiquitous material. Water is available but not near as abundant. We are

proposing to determine if supercritical carbon dioxide can be used to extract mineral matter from

Martian soils. It is available in abundance. We will investigate the feasibility of the initial process or

processes used to separate minerals for further processing. It may be possible to recover water, oxygen,

and carbon from oxides, carbonates, and bound water using supercritical extraction and/or additional

processing. The solubility of the mineral matter from Martian soils could also be the basis for an analyti-
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calinstrumenttobeincludedonafutureMarsprobe.Currentlyavailablefromseveralmanufacturersare
supercriticalchromatographs.A systemsuitableforinclusiononafutureMarsprobecouldbedesigned
tosolubilizeandconcentratemineralsforfurtheranalysisorevenreturntoEarth.

REFERENCES

1. Hannay, J.B. and J. Hogarth, "On the solubility of Solids in Gases," Proc. R. Soc. London, V. 29,

1879, pp324-326.

2. Kennedy, R.G., "A portion of the system silica-water," Econ. Geol., 45:269, 1950

3. Boldt, J.R., The Winning of Nickel, Van Nostrand, 1967, pp374-31.

4. Tolley, W.K. and L.S. Tester, "Supercritical CO 2 Solubility ofTiCl4", U.S. Dept. of Int. Rep.

Invest.,Bur. Mines, 1989, R19216.

5. Tolley, W.K.;Giles, N.E ; Oscarson, J.L. ; Rowley, R.L. ; ; Izatt, R.M. "Thermodynamic Prop-

erties of Mixing for SnC14 Dissolved in Supercritical CO 2, A Combined Experimental and Molecu-

lar Dynamics Study." Fluid Phase Equilibria v 73 n 3 May 1 1992 p267-284

6. Stahl, E. and K.W., "Dense Gas Extraction on a Laboratory Scale: A Survey of Recent Results,"

Fluid and Phase Equilibria, B. 10, 1983, pp269-278.

7. McHugh, M.A. and V.J. Krukonis, "Supercritical Fluid Extraction, Principles and Practice,"

Butterworth, Boston, 1986.

8. Clark, B.C., A.K. Baird, R.J. Weldon, D.M. Tsuaki, L.Schnabel, and M.R Candelaria, Chemical

Composition of Martian Fines," J.Geophys. Res. 87:10059-10067, 1982.

9. Clark, B.C. et al. "Inorganic Analysis of Martian Surface Samples at Viking Landing Sites" Science,

194:1283:1288, 1976

!0. Clark, B,C. et al. "The Viking X-ray Fluoresence Experiment: Analytical Methods and Early

Results", J. J.Geophys. Res. 82:4577-4594, 1977

11. Stroker, C.R., et al. "The Physical and Chemical Properties and Resource Potential of Martian

Surface Soils," Resources of Near-Earth Space, Eds. J.S. Lewis, M.S. Mathews, and M.L.

Guerrieri. Univ. of Arizona Press, pp659-708, 1993

12. Allen, C.C., et al. NASA Johnson Space Flight Center, Houston, TX

13. http://mars.jpl.nasa.govlapxs_ox21des.htm

14. Carlson, T. E., S. Chandra, C. Wai, L. Wai, S.S. Huang, "Group Contribution Method for Estimat-

ing Solubility of Selected Hydrocarbons Solutes in Supercritical Carbon Dioxide," Supercritical

Fluid Engineering Science, Ed. E. Kiran and J.E Brennecke, ACS Symposium Series 514, 1993,

CH. 24.

15. Brennecke, J.E and C.A. Eckert, AICHE J. ! 989, 35(9), 1409

16. NASA Research Announcement, Dec. 16, 1998, "Microgravity Materials Science: Rematch and Flighty

Experiment Opportunities", NRA-96-HEDS-02, NASA, Washington, D.C.

167



SOLUBILITY OF SiO 2 IN WATER

0
¢'M

-r"

Z

0
.w

U3

¢.
I--
-r-
c.2_

0.38

0.34

0.30

0.26

0.22

0.18

0.14

0.10

0.06

0.02

SiO 2 -H20

750 BARS

PHASE REGION

QUART Z -LIQUID - GAS
END POINT

! l

160 240 320 400 480

TEMPERATURE °C

• !

1

560

Figure 1. Solubility behavior of solid silica in supercritical water (Kennedy, 1950).

20]

"6 i
m 154

!

=

'_ 10!

0

0

I

5 10

Pressure, MPa

,328K
" 348 K

368 K

15

Figure 2. TiC14 solubility in CO 2.

168



Thermocouples

_"_ I _ Pre,,lure Let-downSolenoid Pr...,. _ Valve (M.V.)

r:l Throe Way

i (o_i.,.) v,_ve _, ..'.., c..I..h.

COsp)

Cylinder

Figure 3. Schematic diagram of the experimental setup.

169



FIRST PRINCIPLES CALCULATIONS OF MOLTEN II-VI COMPOUNDS AND THEIR

SOLIDIFICATION BEHAVIOR

J.J. Derby* and J.R. Chelikowsky

Department of Chemical Engineering and Materials Science, University of Minnesota

The goal of the ground-based research proposed here is to employ first-principles atomistic

simulations to obtain a more fundamental understanding of the physical behavior of molten

binary and ternary alloys of the group II elements cadmium (Cd), mercury (Hg), and zinc (Zn),

and group VI elements tellurium (Te) and selenium (Se). Specifically, we will employ atomistic

simulations with fully quantum mechanical forces. This procedure allows a parameter-free

description of the liquid state and has been applied to liquid silicon, germanium and gallium

arsenide; the resulting descriptions are in good agreement with existing experimental data. Other

than our previous studies of liquid CdTe, no comparable simulations have been performed for II-

VI semiconductors.

These materials are employed in a variety of technologically important electronic and electro-

optical devices; however, the growth of high-quality, single-crystal substrates of these com-

pounds has typically proven to be extremely difficult under terrestrial conditions. As such, they

present ideal model systems to probe using microgravity techniques. Indeed, many ongoing,

NASA-funded space-flight and ground-based experiments are studying several technologically

significant and scientifically interesting II-VI semiconducting alloys. For example, complicated

segregation behavior in ternary II-VI systems is being studied by groups at NASA Marshall

Space Flight Center, and recent growth experiments of CdZnTe in a microgravity environment

aboard the First United States Microgravity Laboratory resulted in material which was far superior in

structural perfection compared to Earth-grown material under similar conditions. We seek to obtain a

more fundamental understanding of the properties of these molten liquids so that the physical mecha-

nisms acting during crystal growth can be elucidated. An additional significant outcome of this work will

be the theoretical prediction of valuable physical properties, such as diffusivities, which are not currently

known and are very difficult to measure accurately via experiments. Such predictions will be extremely

useful for use in macroscopic process models and for comparison with NASA-funded experimental

property measurements of II-VI compounds.

We anticipate that this work will provide a more fundamental understanding of molten II-VI

semiconductor alloys and their behavior during crystal growth. This knowledge will significantly

complement ongoing NASA-funded research on the growth of these compounds, specifically by

identifying unambiguously the factors responsible for II-VI growth under microgravity and

ground-based growth conditions. In addition, the proposed research will be carried out in col-

laboration with ongoing modeling of macroscopic transport in melt growth systems, both under

micro-gravity and terrestrial conditions, by the Derby research group at the University of Minne-

sota. The unraveling of the mechanistic couplings between atomistic events and macroscopic
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transportincrystalgrowthsystemsposesintellectualchallengescomparabletothe"GrandChallenge"
supercomputerproblemsof thepurephysicalsciencesandisperhapsevenmorecompellingduetothe
tremendouseconomicvalueassociatedwiththemanufacturingof advancedcrystallinematerials.This
contentionisbolsteredbyarecentDOE/NSFstudywhichhasidentifiedcomputationalmaterials
researchasanactivitywhichcanstronglyenhanceU.S.industry'scompetitiveedge.Ultimately,our
goalistheabilitytolinkcrystalpropertiesanddeviceperformancewithgrowthconditionsandthe
macroscopicfactorswhichinfluencethem.
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THEORETICAL ANALYSIS OF 3-D, TRANSIENT CONVECTION AND SEGREGATION

IN MICROGRAVITY BRIDGMAN CRYSTAL GROWTH

J.J. Derby* and A. Yeckel

Department of Chemical Engineering and Materials Science

University of Minnesota

Key to the advancement of crystal growth processing is a better understanding of the dominant

influence of buoyancy-driven convection on segregation and morphological stability during

crystal growth on Earth. Since these effects in turn play a critical role in establishing the structure and

properties of grown materials, considerable interest has developed for their study by use of the

microgvavity environment provided by space flight. However, space flight experiments are still subject

to accelerations that rapidly vary in magnitude and direction, and such variations complicate experiments

by the introduction of significant transient and three-dimensional effects. We are developing rigorous

process models that account for such three-dimensional, transient phenomena during melt crystal growth

under microgvavity conditions.

There has long been interest in employing the microgravity environment of space to process advanced

materials. Growing crystals in space has the alluring potential to reduce convective flow velocities to the

point where diffusion-controlled growth is possible, thus promoting the growth of higher quality crystals

and enabling the detailed study of segregation phenomena. Early space experiments confirmed that

microgravity processing could significantly reduce the level of melt convection. Uniform doping was not

achieved, however, indicating that convection was not completely damped in the melt. Recent experi-

ments conducted on the first United States Microgravity Laboratory also indicated that convection was

not totally damped. Clearly, reducing the magnitude of the gravitation force alone was not sufficient to

achieve diffusion-controlled growth in these experiments. Other effects can also complicate the

microgravity environment, especially those associated with time-dependent changes in the direction and

magnitude of the gravity vector (g-jitter). These effects induce flow in the melt that is three-dimensional

and time-dependent.

Previous attempts to model the effects of g-jitter have relied on an assumption of2-D, axisymmetric

behavior that greatly simplifies analysis. This work will directly address the limitations of such models.

The rigorous simulation of three-dimensional, transient effects will allow, for the first time, quantitative

analyses of segregation phenomena in microgravity systems. This capability will be extremely important

for the unambiguous interpretation of flight experiments, and, perhaps more importantly, will provide a

tool to design the conditions needed in future flight experiments to best study the effects of microgravity

on segregation theory. We will report on progress made in several areas.

While the pseudo-binary assumption has frequently been applied to study segregation in ternary sys-

tems, the behavior of multicomponent diffusion in a truly ternary system is considerably more compli-

cated. We present initial results on the the application of the Stefan-Maxwell equations to describe

172 * Corresponding author



multicomponentmasstransferandsegregationduringgrowthof a ternary alloy. This nonlinear, transient

problem is solved using a two-dimensional finite element method which rigorously accounts for heat

transfer, mass transfer, fluid mechanics, and the position of the solid-liquid interface. We present results

to demonstrate how coupling between components can lead to retrograde concentration profiles in the

diffusion layer, where, in stark contrast to the simple Fickian diffusion predicted by pseudo-binary

models, a component diffuses against its activity gradient. Such behavior may have significant conse-

quences in setting compositional profiles during the growth of II-VI alloys.

Buoyancy-driven melt convection dominates mass transport in many crystal growth systems,

thereby having a critical effect on solute segregation. Since segregation in turn plays a key role

in determining the properties of grown materials, there is widespread interest in the application

of various methods to modify or suppress convection. We present detailed theoretical analyses of

several such methods applied to vertical Bridgman crystal growth. These include processing in

the microgravity environment provided by space flight, application of a magnetic field, and

steady crucible rotation, all of which tend to reduce buoyancy-driven convection. Also consid-

ered is accelerated crucible rotation, which has the opposite effect of the other methods: it tends

to promote melt mixing by enbancing convective transport. Our analyses show that buoyancy-

driven convection persists in dominating mass transport in all cases considered. Indeed, in some

cases segregation is worsened by use of these methods. Furthermore, all of these methods can

induce significant transient and three-dimensional effects, which greatly complicate the analysis

of these systems.

Finally, our fully 3-D modelling approach will be discussed. We provide an overview of finite-element

models employed to simulate melt and solution crystal growth, emphasizing the challenges of modeling

three-dimensional, transient phenomena and inter6aciai efl_cts with moving boundaries.
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ATOMISTIC SIMULATIONS OF CADMIUM TELLURIDE: TOWARD

UNDERSTANDING THE BENEFITS OF MICROGRAVITY CRYSTAL GROWTH

J.J. Derby* and J.R. Chelikowsky

Department of Chemical Engineering and Materials Science, University of Minnesota

Progress in crystal growth on Earth or in space will depend on a more fundamental understanding of the

important coupling between atomistic-scale processes which control the properties of grown crystalline

material and the macroscopic transport conditions imposed by the growth system. Our long-term goal

is to understand the mechanisms which influence crystal quality through the hierarchy of length and time

scales relevant to these atomistic-scale and macro-scale processes. The immediate goal of the research

summarized here is to employ atomistic simulation to understand better the melt growth of cadmium

telluride (CdTe) and its alloy cadmium zinc telluride (CdZnTe). These materials are employed in a

variety of technologically important electronic and electro-optical devices; however, the growth of high-

quality, large-area single crystal substrate has proven to be extremely difficult under terrestrial condi-

tions. We seek to obtain a more fundamental understanding of the properties of cadmium telluride so

that the physical mechanisms responsible for growth can be elucidated. A secondary objective of our

work is the prediction of high-temperature thermophysical properties of liquid and solid CdTe.

The primary thrust of this work will be to clarify the role of microgravity in interpreting the

growth of CdTe and its alloys; however, this work promises to support future microgravity

research in other substantial ways. Atomistic simulations will provide predictions of the high-

temperature thermophysical properties. Accurate high-temperature properties are needed for

reliable materials processing models, but such data are extremely difficult to obtain from experi-

mental measurements (many of which have been undertaken in microgravity environments). The

prediction of these properties using atomistic simulation clearly complements ongoing and future

microgravity process modeling and experimental property measurement efforts. Another likely

benefit from this work is that a more complete understanding of the structure of molten CdTe and

alloys will aid the development of seeding procedures for melt growth. For Earth-based processes,

reliable seeding techniques have not yet been developed for these materials, yet such procedures have

been identified as one of the most needed process improvement to increase yields. Undoubtedly, as

further microgravity experiments on the melt growth of CdZnTe are performed, seeded growth experi-

ments will be desired and the knowledge obtained from atomistic simulations will be invaluable.

We have successfully employed ab initio pseudopotentials to compute the electronic structure of solid

and liquid CdTe. Subsequent work focused on performing first principles molecular dynamics simula-

tions on the liquid state using interatomic forces between atoms to calculate the atomic trajectories and

integrate the equations of motions to simulate the liquid. The liquid was modeled by considering a 64

atom unit cell with periodic boundary conditions; the atoms were randomly placed in this cell and

initially heated to a very high temperature. After cooling the system to a temperature slightly above the

melting temperature, we analyzed the resulting liquid.
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Wehavedeterminedthepaircorrelationfunction,theself-diffusionof theCdandTeatoms,andhave
performedananalysisof theliquidstructure.Wecomparedthetheoreticalresultsfor thepaircorrela-
tionfunctiontoexperimentalx-rayandneutronwork.Ourinitialcomparisonsarequiteencouraging;the
predictedandexperimentaldistributionsarequitesimilar.Likewise,ourcomputeddiffusioncoefficients
areconsistentwithexperiments.

Of particularinterestis thetheoreticalconfirmationthatCdTeis amoltensemiconductor.All
semiconductorsof IV row,suchassilicon,andIII-V materials,suchasgallium arsenide,assume
metallicbehaviorwhenmelted.This is incontrastto someII-VI semiconductorssuchasCdTe
whichretaintheir semiconductingbehaviorin boththeliquid andthesolidstate. In orderto
understandthisdifference,wehaveperformedab hlitio molecular dynamics simulations of liquid

GaAs and CdTe. Using the Kubo-Greenwood formalism, we predict the conductivity of both

liquids and confirm the differences observed experimentally. We relate the conductivity differ-

ences between II-VI and III-V semiconductors to strong structural differences occurring within

the melt. These melt structures may also be responsible for the difficulty in growing single-

crystalline CdTe from the melt.
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REAL-TIME OPTICAL MONITORING OF FLOW KINETICS AND GAS PHASE

REACTIONS UNDER HIGH-PRESSURE OMCVD CONDITIONS

N. Dietz _, S. McCall and K.J. Bachmann

Department Materials Science & Engineering,

North Carolina State University, Raleigh, NC 27695

ABSTRACT

This contribution addresses the real-time optical characterization of gas flow and gas phase

reactions as they play a crucial role for chemical vapor phase depositions utilizing elevated and

high pressure chemical vapor deposition (HPCVD) conditions. The objectives of these experi-

ments are to validate on the basis of results on real-time optical diagnostics process models

simulation codes, and provide input parameter sets needed for analysis and control of chemical

vapor deposition at elevated pressures. Access to microgravity is required to retain high pressure

conditions of laminar flow, which is essential for successful acquisition and interpretation of the

optical data. In this contribution, we describe the design and construction of the HPCVD system,

which include access ports lbr various optical methods of real-time process monitoring and to

analyze the initial stages of heteroepitaxy and steady-state growth in the different pressure

ranges. To analyze the onset of turbulence, provisions are made for implementation of experi-

mental methods for in-situ characterization of the nature of flow. This knowledge will be the basis for

the design definition of experiments under microgq'avity, where gas flow conditions, gas phase and

surface chemistry, might be analyzed by remote controlled re'd-time diagnostics tools, developed in this

research project.

I. Introduction

In this paper we describe our process in work on the real-time optical monitoring of high-pressure

chemical vapor deposition, building on previous research presented elsewhere L-'. The objective is to

study the kinetics of nucleation and coalescence of heteroepitaxial thin films, which is an important step

of chemical vapor deposition since it defines the perfection of the heteroepitaxial film both in terms of

extended defect formation and chemical integrity of the interface. It also defines the film quality during

the later stages of film growth. Present growth efforts focus on low pressure processing to minimize the

influence of flow dynamics on process uniformity and favors for III-V compounds organometallic

chemical vapor deposition (OMCVD). However, the extension to above atmospheric pressures is

necessary for retaining stoichiometric single phase surface composition for materials that are character-

ized by large thermal decomposition pressures at optimum processing temperatures. For example,

Ga Inl_xN heterostructures have been identified as an important basis for manufacturing of optoelec-
tronic and microelectronic devices, such as, light sources, detectors and high power microwave devices

for which large potential markets can be identified. Due to the high thermal decomposition pressure of

InN, these devices are at present limited to gallium-rich compositions. High nitrogen pressure has been

demonstrated to suppress thermal decomposition of InN, but has not been applied yet in chemical
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vapor deposition or etching experiments. Because of the difficulty with maintaining stochiometry at

elevated temperature, current knowledge regarding thermodynamic data for InN, e.g., its melting point,

temperature-dependent heat capacity, heat and entropy of formation are known with far less accuracy

than for InE InAs and InSb. Gaining access to these data will require the development of new real-time

optical diagnostics, capable of obtaining sufficient accurate data on flow conditions, gas phase reactions

as well as on the surface reaction kinetic to support modeling and simulations of thin film growth under

laminar and/or turbulent flow conditions at sup-atmospheric pressure. The present focus is on the

heteroepitaxial growth of group III-nitrides/phosphides.

II. Properties of Group III Nitrides and Methods of Heteroepitaxy

Group III nitride films have been grown on a variety of compound substrates by several vapor growth

methods, such as, halide transport 3 plasma-assisted OMCVD 3 and gas source molecular beam epitaxy

of GaN on 6H-SiC on (11.0) and (00.1) misoriented by 4 ° off the singular surface toward [ 11]4.5,and

conventional OMCVD on AIN coated sapphire using ammonia as nitrogen source 67. A two-step

OMCVD process 89, growing first a buffer layer at low temperature ( 1073 K) followed by high tem-

perature (1273K) GaN growth, allows suppression of three-dimensional growth. A trade-offis made

in this method between promoting continuous film growth and preserving surface stoichiometry, favoring

growth at relatively high pressure _°.

The p - T - x relations in the indium - nitrogen system are not known at present, but studies of the

nitrogen pressure needed to prevent thermal decomposition of bulk InN according to

1 (l)
InN(s) _ In(l) +--_-N,_(g)

results in the p - T _ relation shown in Figure 111.We note that since reversibility has not been shown by

McChesney et al., the interpretation of the linear relation between p and T according to the equation

p(N_)- Rl- \TT(: -I

obtained by integration of van t'Hoff's reaction isobar is not reliable. However, for the purpose of our

study this is not important since it suffices to know that in the range pN2•102 atm at substrate temperature

• 900 K surface decomposition of InN will be effectively suppressed. In view of the higher melting

temperature of InN (- 1200°C) as compared to InP (1062°C) this appears to be a minimum require-

ment for the growth of high quality epitaxial InN heterostructures. Most low pressure OMCVD studies

of InN employ substrate temperatures of- 773K, which in the case of ALE has been extended to

823K, where difficulties with loss of indium from the surface and formation of indium droplets in the

epilayer becomes severe _2

The problem of turbulence in high pressure vapor deposition of thin film heterostructures for large

Reynolds number flows is an impediment to the successful processing of advanced materials for micro-

electronics and optoelectronics applications, such as InN and its solid solutions, which are characterized

by thermal decomposition pressures exceeding atmospheric pressure at their optimum processing

temperature. Control of defect formation mandates operating temperatures in excess of 600°C, and

requires a nitrogen pressure of• 100 atm to avoid surface decomposition. In order to address the

problem of materials processing at super-atmospheric pressure by high pressure organometallic chemi-

cal vapor deposition (HPOMCVD) additional insights can be provided by real-time process monitoring

using optical real-time diagnostics.
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Figure 1. Thermal decomposition pressure vs. reciprocal temperature for AIN, GaN and InN. After

McChesney et al. 11.

III. Reactor Design and Implementation

The reactor design is aimed at analyzing gas phase and surface kinetic reactions parameter during

HPCVD gas flow and film growth under normal and reduced gravity conditions. As depicted in Figure

2, the design employs machined inner walls grading in and out of the entrance and exit ports such that

the flow channel formed does not change in cross section from entrance to the exit. The substrate

blocks are incorporated symmetrically in the upper and lower channel walls. Thus the bifurcation of

nutrient fluxes to the top and bottom channel walls is symmetric to the center-line. Thus well behaved

flow and deposition can be expected to prevail at < 10 -4 g gravity in the targeted pressure range. A

fully machined and assembled half-part of this reactor system is shown in Figure 3. Two of these inner

parts together form the inner shell of the HPCVD reactor, which will be inserted in a 6-inch diameter

pressure confinement shell that withstands pressures up to 100 atm.

Figure 4 shows schematically a cross-sectional cut along the optical probe axis and perpendicular to the

flow axis - of the inner reactor system, where the two half-parts are put together and the optical sap-

phire rods are attached. Because of the symmetry of the lay-out of the top and bottom channel walls

with regard to the channel center line and a coupled control of substrate heating, we expect under

conditions of laminar flow equivalent nucleation and overgrowth kinetics on both substrate surfaces.

Both inner half parts are identical with exemption of the angle of incidence for principal angle reflectance

spectroscopy (PARS), which have been chosen 28 deg and 30 deg for the upper and lower part,

respectively. As schematically depicted in Figure 5a, PARS utilizes p-polarized light impinging the

substrate-ambient interface near the principal angle (pp. The angle of total reflection, q)T, is approxi-

mately 5 deg above q_,.
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Figure 2. Schematic perspective outline of the inner HPCVD reactor. The design provides optical

access ports for real-time gas-phase and surface diagnostics.
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Figure 3. Perspective view of one of the machined and assembled inner half-parts of the HPCVD

reactor. The transparent sapphire substrate allows a view on the heater element as well as to the optical

ports entering from the back.

The wavelength dependency of the principal angle is shown in Figure 5b with a calculated shift of more

than 2 deg in the wavelength range of 200 nm and 1700 nm. The temperature shift is in the order of 0.2

deg between room temperature (RT) and 1000°C. Utilizing these two angles of incidence, two inde-

pendent but complementary measurements can be performed at the same time. The entrance- and exit

ports for PARS, together with the normal incidence access port, will be also used Raman spectroscopy.
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Figure 5. a. Angle dependency of reflectance for p- and s- polarized light at the interface sapphire

ambient. Depicted are the characteristic angles: principal angle q0pand total reflection angle q0T.

b. Wavelength dependency of the p-polarized reflectance component and shift in the principal angle q)p

in the wavelength range of 200 nm and 1700 nm, calculated for the sapphire ambient interface.

For flow visualization, analysis of flow dynamic, as well as for studies of gas phase reactions, optical

access ports are integrated perpendicular to the flow axis. Rayleigh scattering _3has been utilized widely

in detecting turbulent flow (see refs._4'_ for recent reviews). Operation at high frequency v is desirable

since the Rayleigh scattered intensity IR(V) is proportional to the fourth power ofv. Limits in the useful

range ofv are imposed by effects on gas phase chemical kinetics, so that tradeoffs between sensitivity

and control of chemical mechanisms must be made. Etalons have been used to advantage in analyses

of flow dynamics based on quantitative analyses of contributions of molecular motion to the line shape

for Rayleigh-Brillouin scattering 16,_7and for achieving high resolution in Raman line shape analysis. At

low pressure and high temperature, where thermal motion is described by the Maxwell-Boltzmann
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distribution,aGaussianlineshapeisobservedfortheDoppler-shiftedintensity.However,athigh
pressure,theGaussianlineshapeisalteredbysuperpositionofLorentziancomponentsassociatedwith
collectivemotions,suchas,thermaldiffusionandBrillouinscatteringfromacousticwavesu. Becauseof
therelativelysmallsolidangleforcollectionofincoherentlyscatteredradiationit maybenecessaryto
addabsorptionspectroscopyatspecificenergiesin resonancewithvibrational-rotationalsignaturesfor
themostimportantmolecularfragmentsdiffusingtowardthesurfaceofthegrowingfilm. Simultaneous
monitoringofRam_mscattering,absorptionspectroscopy,Rayleigh-Brillouinscattering,andPARS,
providesinformationontemporalandspatialtemperaturefluctuations,variationsin flowvelocitycom-
ponents,andvariationsof concentrationsof specificconstituentsin thevaporphase.Inconjunctionwith
theresultsofprocesssimulationstheseexperimentaldataprovideallnecessaryexperimentalinput
neededforflowsimulationandprocesscontrol.
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HIGH TEMPERATURE PHASES AND PHASE EQUILIBRIA
IN REACTIVE MOLTEN METAL-BASED SYSTEMS

E.L. Dreizin

New Jersey Institute of Technology

INTRODUCTION

Recently, the high-temperature portions of metal-gas phase diagrams (specifically, AI-O, Mg-O,

Cu-O, Zr-O-N, Ti-O-N, B-C, and B-O) have been used to interpret previously poorly understood

metal combustion processes such as explosions of burning metal particles and brightness j umps

observed in burning metal particle streaks [1-7]. It was recognized that phase transitions occurring

in molten metal-gas systems could be the causes of these dramatic changes in the metal combustion

scenario. The composition and phase changes in these analyzed particles correlated with the

observed combustion behavior. However, most of these phase transitions are not well character-

ized, and the basis on which they are proposed is the elemental analysis of partially burned and

rapidly quenched metal particles. This new research is aimed at exploring and characterizing some

of these phase changes and, more generally, at addressing high-temperature phase equilibria in

reactive, molten, metal-based systems.

Below, specific hypotheses in need of experimental test will be discussed for two particular sys-

tems of interest in this program.

A. Zirconium-Oxygen-Nitrogen System

Experiments in which zirconium particles burned in air [6] indicated that both oxygen and nitrogen

are dissolved in pure molten zirconium. The particles which burn in the 2400-2700 K temperature

range (higher than the Zr melting point of 2125 K), were quenched by impinging onto aluminum

foil. This method gives a rapid cooling rate (-10 s K/s) and minimal particle deformation. The

internal composition history of burning Zr was determined by analyzing many identically produced

and ignited particles that were quenched after different combustion times. The quenched particles

were fairly uniform in morphology and composition indicating that the rapid cooling rate sup-

pressed phase separation and, essentially, froze the composition of the burning liquid particle. The

particle composition history indicates that the rate of nitrogen dissolution was initially higher than

that of oxygen. The decrease in the dissolved nitrogen concentration indicates a solubility limit for

nitrogen in the molten Zr-O-N system which has not been reported in the literature. At a tempera-

ture close to 2340 K, the eutectic transition in the binary Zr-O system, the burning particles ex-

ploded with a popping sound indicative of gas release. After explosion, stoichiometric ZrO 2 is

found in the fragmented combustion products. Based on the experimental observations summarized

above, the following scenario was hypothesized: both oxygen and nitrogen dissolve in molten

zirconium and produce a liquid solution in which the solubility limits for oxygen and nitrogen are

different. At a temperature close to the eutectic in the binary Zr-O system (2340 K), a non-variant

182



phasetransitionoccursin theZr-O-N systemproducingasolidzirconium-oxygensolution,nitro-
gengasandzirconiumoxide:

ZrO N liquid 2340K _ O: ZF _''ti'l-'°l'''i'''' + ZFO, '°ti'l + N, _'''
_, y

B. Boron-Oxygen-Carbon System

A recent study of ignition and combustion of electrically heated boron filaments [8] showed that

they burned in two distinct stages, consistent with earlier boron particle combustion studies [9, 10].

The onset of stage one combustion always occurred in the same narrow temperature range of

1770+70 K. It is known that two phase transitions, amorphous to 6 and a to 6, rhombohedral

boron structures occur in pure solid boron in the same temperature range. Surprisingly, analyses of

the filaments quenched at the instant they reached 1770 K showed (Figure 1) spherical voids

indicative of the production of both liquid and gaseous phases even though the boron melting point

of 2350 K has not been reached. The compositions measured in the cross-sections included boron,

oxygen, and carbon (present in the original boron as an impurity). It is thus hypothesized that the

presence of oxygen and carbon affects the phase transitions occurring in pure boron and results in

the production of new liquid and gaseous phases. In addition, significant amounts of dissolved

oxygen were detected in the interiors of partially burned and quenched boron filaments. These

findings are interpreted as indicating that oxygen dissolution occurs in heterogeneous boron com-

bustion in oxygen. They also suggest that the oxygen solubility limit was reached and exceeded so

that a phase transition accompanied by the gas (e.g., BO 2 and/or BO) release occurred and pro-

duced large voids.

Figure 1. SEM image of the cross-section of a boron filament heated in air and quenched at the moment

of stage one combustion onset (when heated to 1770K) [8]. Spherical voids visible within the filament

cross-section indicate production of both liquid and gaseous phases at temperatures below the boron

melting point.

In both of the above examples, the (currently unknown) phase equilibria occurring in molten metal

based systems were hypothesized to interpret combustion phenomena. A literature search has

shown a lack of information on phase equilibria for these two and for many other systems all of
which:

a) consist of components with vastly different melting points and

b) have a high chemical reactivity at elevated temperatures.
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ExamplesincludeA1/AI203,Mg/MgO,Zr/ZrO2/ZrN,Ti/Ti203/TiN, B/B203, B4C/B203, etc.

One reason Ibr the lack of data on high temperature phase equilibria in such systems is that experi-

mentally complicated containerless methods are needed for material processing since these materi-

als will react with essentially any container material at high temperatures. Moreover, a phase

segregation will inevitably occur even if a containerless experiment is carried out in normal gravity

in which two materials having different melting points and densities are heated and melted (i.e., a

lower melting point phase would drip off or accumulate at the bottom of the more refractory

phase). Such a phase segregation does not allow one to experimentally characterize the phase

equilibria of interest. These are the important factors showing that the microgravity environment is

uniquely suitable for an adequate experimental study.

I. Research Objective and Value

The general research objective is to experimentally characterize the high-temperature phase compo-

sitions and phase equilibria in molten metal-based binary and ternary systems. Boron-carbon-

oxygen and zirconium-oxygen-nitrogen systems have been chosen as the first two systems ad-

dressed in this project. This selection is based on the applications that we are most familiar with

(i.e., high-energy density materials) and also on the materials science literature that we are aware of

that describes materials currently being actively investigated for other applications.

The results of this research are expected to be compiled and presented as phase diagram cross-

sections (at selected temperatures) for the materials explored. This information will be valuable for

both fundamental understanding of the nature of these materials and also for their practical use in

many areas. New high-energy density metal-based materials will be developed that will consist of

metastable metal-oxygen (e.g., Zr-O, B-O, A1-O, etc.) solutions. In such materials, fuel and

oxidizer will be premixed on the atomic level to provide a fast combustion rate and a significantly

enhanced performance of propellants, explosives, and incendiaries. The performance enhancement

will be achieved by exploiting phase transitions occurring in the liquid, high-temperature, igniting

or burning metal-gas systems. Thus, reliable information on the phase equilibria and transitions

occurring in such systems will lead directly to better performance control of the presently available

metallized energetic materials and to the design of new, more effective compositions. Similar

information on the high-temperature phase equilibria becomes vital for many rapidly developing

technological areas. New ionic conductors based on zirconium oxynitrides and doped zirconium

oxides are being developed for use in oxygen sensors and fuel cells [ 11, 12]. These devices are

often employed at elevated temperatures at which the stability of the known oxynitride phases is

not well known. The high-temperature equilibria addressed in this research will provide informa-

tion needed to assess their phase stability, predict the stable and metastable phases that can be

tbrmed, critically evaluate and modify the material synthesis and processing techniques. Knowl-

edge of the high-temperature phase equilibria for the boron-oxygen and boron-carbon-oxygen

systems is essential tbr development and fabrication of many new semiconductors, glasses, and

ultra-hard materials (e.g., [13, 14, 15]).

II. General Approach

Containerless microgravity experiments will be conducted in which solid components (e.g., pow-

ders) premixed at room temperature will be heated in a controlled pressure inert gas or vacuum

environment, kept at a high temperature for a period of time, and rapidly quenched. The initial
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componentswill includepuremetals,solidmetal-gassolutionphases(e.g.,c_Zrproducedbythe
annealingofapuremetalinanoxygenand/ornitrogenenvironment),carbonandmetalcarbides,oxides,
andnitrides.Xenonlampwill beusedtoheatthesamplepellets.Thegasenvironmentisexpectedtobe
inertbecausethefocusofthisresearchisatthecondensedphaseequilibria.However,theexperimental
designwill bemodified(i.e.,areactivegascomponentsuchasoxygenornitrogenwill beadded)should
theneedto addressphaseequilibriawithgasphasespecies,e.g., BO 2 will be identified in our experi-

ments. The rate of the sample heating, the maximum temperature, and the time at the maximum tem-

perature will be the parameters varied independently in the microgravity experiments. A rapid quenching

technique, splat quenching, will be employed to achieve a fast cooling rate. Phases produced at the high

temperatures will be analyzed using both real time observation of the sample behavior, optical tempera-

ture measurements, and, most importantly, detailed analyses of the quenched samples. Quenched

samples will be subjected to various annealing cycles to address the stability of the detected phases at

different temperatures.

m. Relevant Research

Equilibria in metal-based systems at elevated temperatures are being actively explored (see for example

reference books [ 16, 171, an article [ 18], and current microgravity research [19-241. However, equilibria

existing in the molten metal-based binary and ternary systems are not well known and research efforts in

that direction are very limited. The phase equilibria existing in liquid phases are important for many

material processing and, especially, welding and joining technologies. Also, many examples exist of

high temperature melts that can be rapidly quenched to produce metastable phases with unique proper-

ties beneficial for practical applications. Familiar examples are metal glasses and nanocrystalline nmteri-

als [251.

The current microgravity materials science projects address various aspects of the phase equilibria in

high-temperature condensed systems, such as microstructure evolution in two-phase systems [19, 20],

non-equilibrium structure and glass formation in oxide melts and semiconductors [21,22, 23]. These

studies focus more on the structure formation in the crystallized materials rather than on the phase

equilibria existing in the molten systems. In some projects, phase separation in immiscible alloys is

addressed [ 19, 20] and phase diagrams for liquid metal-metal and oxide-oxide systems are being investi-

gated [21,22]. In this program, a different class of molten systems is addressed, namely metal-based

systems that contain chemically active components with greatly different melting temperatures. Reliable

thermodynamic information describing such systems is crucial for understanding of fundamental metal

combustion mechanisms and for designing new metal-based high energy density materials. Research

has also been active in the area of zirconium-oxygen-nitrogen compounds as prospective ionic conduc-

tors for fuel cells and oxygen sensors [11, 12]. Gas sensing elements are also being developed based on

boron oxide [14]. Their processing, stability, and joining all involve high temperatures and it is important

to know which phases could form in a particular temperature range.

Binary Zr-O and Zr-N phase diagrams are known fairly well [16, 17], however, information is scarce on

phase equilibria in the ternary Zr-O-N system. While both zirconium oxide and nitride are refractory

(melting points are 2983 and 3233 K, respectively), zirconium melts at a lower temperature, 2128 K,

which makes the compounds containing Zr metal as a precursor much more difficult to study than the

pseudo-binary ZrO2-ZrN compounds used more often. It is known that ZrN can be oxidized to ZrO 2

in an oxygen environment [26], however, the solubility limit of nitrogen in zirconium-oxygen liquid

solutions is not known. It will be determined in this program.
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The boron-oxygen binary phase diagram is essentially unexplored, largely due to the difficulties in

handling molten boria. Boria melts at 723 K, a temperature much lower than the melting point of boron,

2350 K [27]. Molten boria is extremely reactive and thus experiments are often contaminated by the

container materials. In addition, in normal gravity experiments, molten boria cannot be maintained

uniformly mixed with refractory boron and forms a drop or a pool at the bottom of the sample. This

great difference in the boron and boria melting points makes the normal gravity containerless experi-

ments (e.g., electro- and aero-acoustic levitation) unsuitable for this system. The boron-carbon phase

diagram and solid phases have been explored for several decades [ 16, 28, 29]. A number of boron-rich

compounds, such as BI2C, BgC, B8C, BI5C 2, B13C 2 are described [28, 29]. It has also been shown

that oxygen can readily substitute for some of the carbon atoms in a crystalline lattice, forming, for

example, a B8C l_xOx phase. However, equilibrium compositions existing in the liquid phase are not

well known. Some of the specific features of the B-C-O systems expected to be investigated in this

project are effects of oxygen and carbon on the phase transitions occurring in pure boron, namely

amorphous to 13and 13to a rhombohedral phases known to occur in the range of 1623 - 1923 K. In our

recent research addressing the mechanism of boron filament ignition, an intriguing correlation between

the distribution of carbon impurity and oxygen was observed [8]. A phase transition from 13to a boron

seemed to be affected by both carbon and oxygen presence. Also, spherical voids indicative of a gas

release in a liquid phase were observed in samples pre-heated in air to ~ 1770 K (a temperature much

lower than the pure boron melting point) and quenched.
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REACTIONS AND SURFACE TRANSFORMATIONS OF A BIOACTIVE

MATERIAL IN A SIMULATED MICROGRAVITY ENVIRONMENT:

AN EXPERIMENTAL AND NUMERICAL STUDY

R Ducheyne, S. Radin, P.S. Ayyaswamy, H. Gao

Center for Bioactive Materials and Tissue Engineering

School of Engineering and Applied Sciences, University of Pennsylvania

Simulated microgravity (lag) conditions of NASA designed Rotating Wall Bioreactor Vessels (RWVs)

have been found favorable for the growth of in vitro 3-D bone-like tissue [ 1]. Such 3-D tissue growth

could have wide clinical applications. The 3-D bone growth in RWVs is facilitated by the use of

microcarriers which provide structural support [1-3]. Microcarrier materials which promote cellular

function (bioactive materials) not only provide structural support but also enhance 3-D bone tissue

lbrmation. Based on extensive physico-chemical and biochemical analyses [4, 5], bioactive glass (BG)

has been demonstrated to be an attractive candidate for use as bioactive microcarrier material. BG

surface reactions are closely related to its stimulatory effect on bone cell function [4]. Since the nature of

BG reactions under the simulated lag conditions of RWVs is unknown, the objective of this study is to

analyze the BG behavior in the RWV environment using experimental and numerical methods.

BG behavior upon immersion in the RWV environment was tested and compared with that at static

conditions at normal gravity. The most reactive among bioactive glasses BG 45S5 [6] (W, %: 45.0 %

SiO 2, 24.5 % CaO, 24.5 % Na20 and 6.0 % P205 MO-Sci Co., Rolla, MO) was used for the study.

A High Aspect Ratio Vessel (HARV-50 ml, Synthe/:on, Houston, TX) which rotates around a horizon-

tal axis was used to simulate the lag-environment. Based on our previous numerical analysis [7], a

rotational speed of 10 rpm, and size of granules in the range 40-70 lam were employed to maintain

simulated lag-conditions (- 0.01 g) for the BG granules loaded in the HARV. The following physiologi-

cal solutions (pH 7.4 at 37°C) were used for the immersion experiments:

tris(hydroxylmethyl)aminomethane buffered solution (T), this solution complemented with electrolytes

typical for plasma (TE), this last solution with serum (TES). The duration of immersion in T was set at 1,

3, 6, and 24 hours. The immersion time was also extended to 48 hours in TE and TES. Post-immersion,

the material surfaces were analyzed using Fourier Transform Infrared (FTIR) spectroscopy. Changes in

the solution composition were determined using atomic absorption spectroscopy (AAS) and colorim-

etry.

Changes in the concentrations of Ca-, P- and Si-ions as a function of immersion time in T, TE and TES

are shown in Figures 1, 2, and 3 respectively. The time-dependent changes in the ion-concentrations

indicate that at both static and HARV conditions, BG reactions in solutions include initial leaching of all

ions, followed by P-uptake and a slow down in the Si- and Ca-release. The data suggest a two-stage

process, an initial BG dissolution followed by the formation of Ca-P phases. Although the sequence of

the reactions was similar under both testing conditions, the kinetics of the BG reactions were remarkably

enhanced in the HARV environment lor all solutions tested. As shown in Table 1, in the ion- and
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serum-free T, the rates of the initial Si-, Ca- and P- release in the HARV were 2.5, 3.2 and 6 times

greater than those under static conditions. The release rates were also enhanced in the presence of

electrolytes and serum (TE and TES). This enhancement in the initial ion-release in the HARV dramati-

cally affected the subsequent reactions. In fact, as a result of the increased Si-release, saturation with

dissolved silica was reached in the HARV while the solution remained undersaturated at static condi-

tions within the time frame of the experiment. Moreover, as shown in Table 2, the enhanced release of

Ca- and P-ions in HARV led to a 10-fold increase in the [Ca]x[P] ionic product (indicative of solution

saturation with Ca-P phases). This increase resulted in faster and greater P-uptake during the subse-

quent stage of precipitation. Actually, the 10-fold increase in the ionic product in the HARV led to a 10-

fold increase in the total amount of P-uptake (Table 2). The increased amount of P-uptake indicates an

increase in the amount of Ca-P precipitation at the BG surface. Thus, the data suggests a direct relation-

ship between the enhanced initial Ca- and P-release from BG in the HARV and the enhanced formation

of the Ca-P layer at the BG surface. FFIR analysis confirmed that the amount of the Ca-P phases at the

BG surface was greater in the HARV than under static conditions.

Table I. Initial rates of Si-, Ca- and P-release from BG immersed using HARV and static conditions.

Ion Release rate_ gg/m R h-

T TIE TES

HARV static HARV static HARV static

Si 50.0 20.0 50.0 25.0 50.0 10.0

Ca 80.0 25.0 55.0 14.0 60.0 14.0

P 12.0 2.0 7.0 0.7 nd nd

Note: * release rates are normalized by weight of immersed BG

• nd: not determined

Table 2. [Ca]x[P] ionic product resulting from Ca- and P- release and the total amount of subsequent

P-uptake in T under HARV and static conditions.

Reaction product HARV static

[Ca]x[P], mM 1.04 0.11

P-uptake, mM 0.35 0.03

Note: P-uptake was determined as a difference between

the [P]max and [P]min within 24 hours of immersion
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Numerical models were developed to simulate the mass transport of chemical species to and from the

BG surface under static and HARV conditions. It was determined that under static conditions, diffusion

is the mass transfer mechanism, while under simulated lag-conditions of the HARV, mass transfer

involved both diffusion and convection. As shown in Figure 4, the numerical results for time-dependent

changes in the ion concentrations showed an excellent agreement with the experimental data at both

static and HARV conditions. The numerical study suggests that the lack of sedimentation and the dual

mechanism of the mass transport- diffusion and convection - are at the basis of the enhanced BG

reactions and surface transformations under the simulated lag-conditions of the NASA-designed rotating

wall vessel bioreactors.
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I. Research Objectives and Relevance to Microgravity

The objective of the research proposed here is to carry out detailed studies of defect and general

distortion distributions in crystals grown in both microgravity and ground based environments (e.g. using

modified Bridgman, Vapor Transport or Traveling Heater Method techniques) using a combination of

synchrotron white beam X-ray topography (SWBXT) _and high resolution triple crystal X-ray

diffractometry (HRTXD). 2This unique combination of techniques is expected to reveal detailed differ-

ences between crystals grown in these two different environments and to enable meaningful assessment

to be made of the influence of a microgravity environment on various aspects of the quality of crystals

grown therein. SWBXT and HRTXD are complementary analytical techniques which are most sensitive

and useful at contrasting ends of the ",scale" of defect densities in crystals. By applying both techniques

to the same crystals, it will be possible to provide detailed and quantitative assessments of the defect

structure from regions that range from highly perfect (where SWBXT is expected to be the superior

characterization tool) to highly imperfect (where HRTXD should be the superior method). This unified

and continuous view of the defect structure should lead to valuable insights into the effect of growth

conditions on the defect generation process. This research program draws upon the extensive experi-

ence that has been gained at the State University of New York - Stony Brook and University of Wis-

consin - Madison in the analysis of defects in semiconductors using advanced methods of X-ray diffrac-

tion. Prof. Michael Dudley of SUNY - Stony Brook has worked closely with the crystal growth com-

munity at NASA's Marshall Space Flight Center (MSFC) in applying methods of SWBXT to numerous

semiconductor crystals grown both on Earth and in microgravity. His counterpart, Prof. Richard Matyi

ofUW - Madison, has been actively engaged in demonstrating the capabilities of HRTXD to a variety

of semiconductor materials. By combining these complementary techniques it should be possible to

obtain a deeper understanding of the process of defect generation than would be possible with either

technique alone, or perhaps by any structural probe.

The significance of the research described here is that it will directly determine the influence of a

microgravity environment on the detailed defect and distortion distribution in crystais produced in flight
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experiments,andwill enabledirectcomparisontobedrawnwithcrystalsproducedingroundbased
experiments.Confirmationhasalreadybeenobtainedthateffectsresultingfromthelimitedflighttimes
availableformicrogravitycrystalgrowthexperimentscanexertcontroloverthemicrostructureof the
crystalsgrown,potentiallydetractingfromtheintendedassessmentof theinfluenceofthemagnitudeof
thegravityvectorontheseprocesses.Determinationof theinfluenceof coolingrateonthedefect
microstructureofcrystalsiscrucialforselectionofexperimentalconditionsunderwhichtheeffectsof
thegravityvectoroncrystalgrowthqualitycanbeusefullyinvestigated.Oncesuchselectionhasbeen
optimized,differencesinmicrostructureobservedinmicrogravitygrowncrystalsmaybesafelyattrib-
utedtotheinfluenceof thegravityvectorandnottoartifactsrelatedtocompressedgrowthschedules.

II. Significant Results to Date and Future Plans

To date, cooperative studies have been carried out on the following materials: flight and ground

based CdZnTe (4% Zn), grown by Dr. D. Larson at Stony Brook, ground-based CdTe grown by

Dr. W. Palosz at Marshall Space Flight Center (MSFC); ground-based ZnSe, grown by Dr. C.-H.

Su at MSFC, ground-based Hg l_xCdxTe, grown, in the presence and absence of a rotating magnetic

field, by Dr. D.C. Gillies at MSFC; and ground-based and flight-based Hg I_xCdxTe grown by Dr. D.

Gillies (USMP2). Selected results from flight-based Hgl_xCdxTe, and ground based CdTe are discussed

here. Results from other materials have been discussed in previous reports. 3-9

For the case of the Hg I_×CdxTe flight samples, wafers cut parallel and perpendicular to the growth axis

were examined. An example is shown in figures 1 and 2. SWBXT showed that this flight sample con-

sisted of three grains, one of which is twinned. Figure I shows a reflection topograph, recorded from

the largest of these grains, in which there is no orientation contrast between the matrix and twinned

regions.

1ram

Figure 1. MCT 27Q 106-11S Reflection topograph: Grain 1 (Matrix + Twin). SB is subgrain boudary,

P is precipitate.

Figure 2 shows the matrix region only. Both the matrix and twinned regions are composed of fairly large

subgrains (200-1000 lam) separated by misorientations ranging from 5-70 arc seconds. Interior of the
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subgrainsappearstobeof fairlygoodcrystallinequality.Circularregionsof whitecontrastareobserved
insomeregions.ThesecouldbeinclusionsofTe.Extremelyhighcrystalqualitywasrevealedin theearly
stagesof growth,withverylowdislocationdensities(of theorderof 104cm-2in regions)andsmallangle
boundarydensitiesbeingevident.Suchqualityisunprecedentedinground-basedcrystals.HRTXDis
currentlybeingcarriedoutonthesecrystals.

1ram

Figure 2. MCT 27Q 106-11S Reflection topograph: Grain 1 (Matrix)

For the case of the CdTe grown by Dr. W. Palosz of MSFC, the goal of the project was to investigate

the effect of post-growth cool-down conditions on the crystallographic quality of the crystals. The

crystals were grown by "contactless" Physical Vapor Transport using the Low Supersaturation Nucle-

ation technique. The growth ampoule contained a small amount of excess tellurium and hydrogen. The

crystals grew on a silica glass pedestal without contact with the side walls of the ampoule. In one case

the crystal was allowed to get in contact with the wall later into the growth process. The source tem-

perature was about 930°C, the undercooling up to 10-15°C, the growth rate a few mm per day. After

growth the ampoules were cooled down at different rates, from very fast to very slow. For those

crystals where wall contact was avoided, those which were subjected to the fastest cooling rates

exhibited the highest defect densities, as expected. Polygonized dislocations structures comprising

numerous small angle boundaries were observed, as shown in Figure 3.

Similarly the samples subjected to the slowest cooling rates exhibited the lowest defect densities, as

shown in the high magnification topograph presented as figure 4, where individual dislocations can be

clearly resolved. For those crystals where wall contact was not avoided, higher defect densities and

severe lattice distortion were observed. This work serves as an excellent demonstration of the influence

of the post-growth cooling environment on the defect structures of crystals. It also underlines the

significance of the role of wall contact on determining the overall final crystal quality. HRTXD is currently

being carried out on these crystals.

In future work, a complete description will be sought of the type and distribution of all defects present in

the crystals to be examined. Crystals will initially be examined in boule and then wafer form using both

SWBXT and HRTXD in order to reveal the overall distribution of defects and distortion in the crystals

and to relate this distribution to growth conditions.
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Figure 3. Reflection topograph recorded from a CdTe sample where the ampoule was removed from

the furnace and allowed to cool in air. TB is twin boundary, S is subgrain boundary.

Figure 4. Reflection topograph recorded from a CdTe sample cooled at a constant rate of 10°C per hour. D
is individual dislocation.
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INTRODUCTION

Microporous materials include a large group of solids of varying chemical composition as well as

porosity. These materials are characterized by channels and cavities of molecular dimensions.

The framework structure is made up of interconnecting T-O-T' bonds, where T and T' can be Si,

AI, E Ga, Fe, Co, Zn, B and a host of other elements. Materials with Si-O-AI bonding in the

framework are called zeotites and are extensively used in many applications. Ion-exchange

properties of these materials are exploited in the consumer and environmental industries. Chemi-

cal and petroleum industries use zeolites as catalysts in hydrocarbon transformations. Synthesis

of new microporous frameworks has led to the development of new technologies, and thus

considerable effort worldwide is expended in their discovery. Microporous materials are typi-

cally made under hydrothermal conditions. Influence of nature of starting reactants, structure

directing agents, pH, temperature, aging all have profound influence on the synthesis process.

This is primarily because the most interesting open frameworks are not necessarily the stable

structures in the reaction medium. Thus, the discovery of new frameworks is often tied to finding

the right composition and synthesis conditions that allow for kinetic stabilization of the structure.

This complexity of the synthesis process and limited understanding of it has made it difficult to

develop directed synthesis of microporous materials and most advances in this field have been

made by trial and error. The basic issues in crystal growth of these materials include:

• Nature of the nucleation process

• Molecular structure and assembly of nuclei

• Growth of nuclei into crystals

• Morphology control
• Transformation of frameworks into other structures.

The NASA-funded research described in this paper focuses on all the above issues and has been

described in several publications. 1-6 Below we present the highlights of our program, especially

with the focus on possible experiments in microgravity.

I. Results and Discussion

A. Reverse Micelle Based Syn[hesis

Our primary focus in developing this area of research has been to investigate if we can take advan-

tage of the considerably lower rates of sedimentation in microgravity.
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Synthesis Process

Conventional synthesis of microporous materials usually involves mixing together reactants in an

aqueous medium and results in immediate formation of an amorphous precipitate, often referred to

as the gel. Crystal growth proceeds from the gel. Several experiments have been reported using

such procedures under microgravity conditions. Because of the presence of the gel, it is difficult to

analyze the reaction process. Our approach has been to develop a new method of microporous

materials synthesis that avoids the formation of the gel and makes the system more amenable to

analysis during crystal growth. The microporous materials that we focus on are zincophosphates,

and we refer to them as ZnPO. Reverse micelles have been demonstrated over several decades to

be a unique reaction medium for synthesis of nanoparticles of a wide class of materials. We were

the first to report that microporous materials can also be synthesized under the appropriate condi-

tions from reverse micellar reactants. The metastable nature of microporous materials requires a

well-controlled compositional environment for synthesis and the particular reverse micelle needs to

be chosen carefully. Thus, the open-pore framework zincophosphate X (ZnPO-X) with a faujasite

structure could not be synthesized with AOT reverse micelles, because the high levels of Na+in the

water pool thwarted the nucleation of ZnPO-X and promoted the formation of a more condensed

structure zincophosphate sodalite (ZnPO-S). Figure 1 compares these two frameworks. Under-

standing the reasons for failure of AOT reverse micelles in growing ZnPO-X led to the examina-

tion of cationic reverse micelles, especially the two-tailed surfactant dimethyldioctylammonium

chloride (DODMAC), and its use resulted in the successful synthesis of ZnPO-X.

Crystallization Pathways

We have examined the nucleation and crystal growth process of ZnPO-X and ZnPO-S from

reverse micelles in detail. The important step in formation of crystal nuclei involves exchange

processes between reverse micelles, as depicted in Figure 2. If reactant composition is chosen such

that only a small fraction of the micelles have the right supersaturation to form nuclei, then these

nuclei can commence crystal growth using up the non-nucleated reverse micelles. After the crys-

tals reach a certain size, they begin to settle via gravity, avoiding further growth in size. This

process of crystal nucleation, growth and settling process can continue for days. On the other

hand, if the reactant composition is such that supersaturation is exceeded in a large fraction of the

micelles, then rapid precipitation of an amorphous solid can occur, resembling the conventional

synthesis. This control over crystallization pathways by minor changes in the reactant composition

is unique to the reverse micellar medium.

Sedimentation Control

The observation that crystal growth ceases on settling led us to examine ways to keep crystals

suspended in the reaction medium. We have used rotation cells, which by gentle centrifugal forces

can counteract gravity. Both ZnPO-S from AOT detergent system as well as ZnPO-X using

DODMAC were examined. Unfortunately, aggregation of crystallites occurred, leading us to the

conclusion that although the crystals could be suspended for longer periods of time in rotating cells,

the experimental results were not meaningful.

Another approach we have developed for controlling crystal size is via a seeding process. We had

observed that the yields of the ZnPO-X produced by the reverse micellar reaction were in the range

of 15-20%, indicating that a significant fraction of zinc and phosphate species were still present in

the organic medium. We rationalized the reason for the low yields on the basis of the micellar

exchange process discussed earlier (Figure 2). As crystal growth occurs from nucleated reverse
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micelles,thecompositionofthenon-nucleated reverse micelles also change with time via collisional

exchange, and eventually more of these have the right composition to form nuclei. However, this leads

to a decrease in non-nucleated reverse micelles that are the source for nutrients available for growth.

Eventually the reverse micelles with nuclei have no source of remaining nutrients and the crystal growth

stops. However, this solution with nuclei acts as an excellent seed system for growth of new crystals if

provided with a source of reverse micelles as nutrients. The seed solution was added to a reverse

micelle system that provided a source of nutrients, in narrow columns of varying lengths. Three such

experiments were performed with columns of height of 0.71, 1.78 and 2.62 meters. Products were

collected from the bottom of the column after one day for the two shorter columns and after two days for

the longer column. From the SEM images shown in Figure 3, we observed an average size of 3, 6 and

15 lum with increasing column height, respectively. The size of the crystals was increased by controlling

the time they spend in the medium, which depended on the length of the column.

B. Morphological Control and Crystal Dissolution Pathways

A second emphasis of our research program has been to develop experiments that take advantage of the

decrease in buoyancy-driven convection in microgravity. This has focused on developing synthetic

strategies to modify morphology and examine crystal transformation of different frameworks. Morpho-

logical control of microporous crystalline materials via synthetic routes is important for several reasons.

For instance, it provides information about parameters that control nucleation and crystal growth,

thereby illuminating aspects of the synthesis mechanism. Also, control of morphology is important for

targeting various applications. We have shown that by 'altering composition, the morphology ZnPO-X

could be changed. Previously reported synthesis of ZnPO-X at 4°C led to the formation of crystals with

the characteristic octahedral morphology of faujasitic structures. Sizes of these crystals are in the <10

p.m range. We found that by increasing the TMAOH/H3PO 4 and Zn2+/Na +ratios, the morphology was

drastically altered to produce large hexagonal platelet type crystals with diameters around 100 I.tm.

Figure 4 demonstrates the morphological change. Based on electron microscopy data, we concluded

that the presence of twin planes was leading to crystals with the platelet-like morphology.

The possibility of synthesizing reasonably large flat crystals of ZnPO-X has made it feasible to do

detailed Raman microprobe spectroscopic experiments. In particular, we have focused on microprobe

Raman spectroscopy and examined how dissolution of ZnPO-X crystals occurs as a function of differ-

ent monovalent cations in the medium. The vibrational information obtained from Raman spectroscopy

made it possible to analyze the structural changes at the molecular level. In the presence of H +, at a pH

of 3, the vibrational bands due to ZnPO-X disappeared completely in 12 minutes. These were replaced

by Raman bands of hopeite, Zn3(PO4) 2, a condensed form of zincophosphate. Electron microscopic

experiments showed that the ZnPO-X was gradually getting covered with a film of hopeite. If, instead

of H +, Li ÷, or Cs + were used, then the ZnPO-X gradually converted to framework structures of

LiA(BW) and CsZnPO 4, respectively. How H ÷, Li÷ and Cs ÷ destabilize in the ZnPO-X structure was

also manifested in the vibrational band of tetramethylammonium (TMA) ions trapped in the sodalite

cages of ZnPO-X. Upon exchange with H*, Li +, and Cs +, prior to collapse of the ZnPO-X and loss of

TMA from the Raman spectra, there is a significant broadening of the TMA band at 765 cm-1. The

bandwidth changes from - 6 cm- 1 for Na ÷ to 11,12 and 16 cm- 1 for H ÷, Cs +and Li +, respectively. Our

interpretation is that, upon ion exchange with these cations, there is a distortion of the ZnPO-X frame-

work, which makes the framework more susceptible to hydrolysis.
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h_uence of Framework Topology on Crystal Dissolution

Our primary interest is a fundamental understanding of the molecular assembly of microporous materi-

",ds. Can that goal be attained by examining crystal dissolution? We believe that to be the case for

several reasons. First, the most interesting microporous frameworks are metastable structures and evolve

to more condensed topologies with time. Second, clues regarding the complexity of the dissolution

fragments of different frameworks provide information about the stability of the building units.

In addition to Raman spectroscopy, we are developing several other techniques using to study the crystal

dissolution process. The UV-Visible spectroscopic technique involves use a pH sensitive dye. The

dissolution of sodalite and ZnPO-X at low pH and the deposition of hopeite changes the Zn/P ratio, thus

releasing the phosphate ions in solution which increases the pH of solution close to the surface. We

have monitored this pH change with a colorimetric dye. Figure 5 shows the change in UV-visible

spectra around a dissolving ZnPO-S crytal with time. We are planning to extend this study to use

fluorescence microprobe techniques for better spati',dly sensitive measurements. These studies are

providing us useful data for developing mathematical models of the crystal dissolution process. Influ-

ence of buoyancy-driven convection on the dissolution process is expected to be different for frame-

works of different topologies.

C. Proposed experiments in Microgravity

There are two aspects of microgravity that we want to exploit. These include lack of sedimentation

and absence of buoyancy driven convection. As we have demonstrated, under particular condi-

tions of reverse micelle composition, crystal growth occurs in a layer-by-lay fashion. Avoiding

sedimentation in these systems will lead to the growth of larger crystals. Light scattering will be

used to follow the growth of crystals in microgravity. Seeding experiments to grow larger crystals

is also possible, something that has not been accomplished in conventional synthesis.

The second aspect of the microgravity experiments will focus on microprobe Raman studies and

absorption/fluorescence microscopy based on pH sensitive dyes. By comparing results in I g and

microgravity, we will discover if different surface intermediates are present during dissolution of
different frameworks.

REFERENCES

1. Crystal Growth of Faujasitic Microporous Zincophosphate Crystals Using Reverse Micelles

as Reactants. Ramsharan Singh and Prabir K. Dutta, Langmuir 2000, 16, 4148-4153.

2. Synthesis of microporous faujasitic-like zincophosphates from reverse micelles, Mario J.

Castagnola and Prabir K. Dutta, Microporous and Mesoporous Materials 2000, 34, 61-65.

3. Crystal growth of zincophosphates from conventional media and reverse micelles: mechanistic

implications. Mario J. Castagnola and Prabir K. Dutta, Microporous Mesoporous Mater 1998,

20, 149-159.

4. Reverse Micelle Based Growth of Zincophosphate Sodalite: Examination of Crystal Growth.

K. S. N Reddy, L. M. Salvati, Prabir K. Dutta, Phillip B. Abel, Kwang I. Suh and Rafat

R.Ansari, J. Phys. Chem. 1996, 100, 9870-9880.

5. Controlled growth of microporous crystals nucleated in reverse micelles.Prabir K. Dutta,

Michael Jakupca, K. Satya Narayana Reddy and Louis Saivati, Nature (London) 1995,

374,44-6.

6. Synthesis of Platelet-Like Faujasitic Zincophophate X Crystals, M. J. Castagnola, P. K. Dutta,

Proceedings of the 12_ International Zeolite Conference, Materials Research Society, 1999,

1627-1632.

202



I:
÷

ZnPO-X ZnPO-S

Figure 1. Microporous frameworks of interest to this study.

Figure 2. Exchange processes in reverse micelles.
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Figure 3. The scanning electron micrograph of ZnPO-X crystals obtained via the reverse micelle

experiment from columns of various length, (a) after 1 day from a height of 0.71 meter reaction

mixture, (b) after 1 day from a height of 1.78 meter reaction mixture and (c) after 2 days from a

height of 2.62 meter reaction mixture,

Figure 4. Scanning electron micrograph of ZnPO-X dissolving crystals obtained via control of

composition.
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Figure 5. pH change around a ZnPO-S crystal with time as measured by the spectrum of dye.
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INTRODUCTION

This research project is focused on two interrelated processes that can be affected by microgravity: 1)

Vapor-to-liquid homogeneous and ion-induced nucleation, and 2) Polymerization and nanoparticles'

formation from the gas phase. In the nucleation research we focus on three important areas. The first is

the effect of carrier gas pressure on the rate of homogeneous nucleation from the vapor phase. The

second and third areas involve studies of oscillatory and ion-induced nucleation, respectively. In the

polymerization studies, we provide evidence for the initiation of gas phase polymerization of isoprene

and propene using direct and coupled charge transfer mechanisms from the benzene radical cation.

I. Vapor Phase Nucleation Studies

Nucleation is one of the most ubiquitous and important phenomena in science and technology [ 1]. The

nucleus for homogeneous nucleation remains one of the most elusive entities known in chemical physics,

and has never been observed directly [1]. Only the consequences of its presence, e.g., droplet forma-

tion, precipitation, etc. are observed. The typical measurements of vapor to liquid nucleation rates

involve light _attering from liquid droplets that fall, under the influence of gravity, from the supersatu-

rated vapors. The development of the thermal diffusion cloud chamber (DCC) has provided the founda-

tion for significant advances in the study of the nucleation phenomenon from a supersaturated vapor

[2,3]. The DCC is a reliable tool for the production of supersaturated vapors, and is applicable to a

wide variety of nucleation studies including homogeneous, photo- induced and ion-induced nucleation

studies. Detailed description of the DCC and its principles of operation are given elsewhere I2,3].

One of the important current issues in nucleation re,arch is whether the observed effect of a carrier gas

is due to convection and instability in the operating conditions of DCC under 1-g or if it actually repre-

sents a real contribution to the nucleation process. There is no other way to answer this question except

by complete elimination of the convection and other instability conditions by carrying out the nucleation

experiments in microgravity. Recent measurements of critical supersaturations for the vapor phase

homogeneous nucleation of several substances using the DCC technique exhibit a dependence on the

pressure of the carrier gas used in the experiments [2,3]. Since pressure effects on homogeneous

nucleation have most commonly been observed in DCC experiments, it is possible that these effects are

mainly related to the nature of the experimental technique. One of the major limitations of the current

nucleation experiments is the coupling between nucleation and growth. The nuclei, which typically have
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radiiontheorderof nanometers,aretransientandonceformedcontinuetogrow.Nucleationexperi-
mentsrelyonlightscatteringfrommacroscopicdropletstodetectthenucleationevents.Thispermitsthe
detectionof particlesnolessthanafewmicronsindiameter.Sincethedropletmustgrowseveralorders
of magnitudepriortodetection,it isnecessarytoconsiderthepossiblerolesofthedropletgrowthand
motionontheexperimentalresults.Wehavepresentedamodelofthedropletgrowthandmotionina
DCCtoexplainthepressuredependentresults.Themodeldemonstratesthatathighercarriergas
pressuresthegrowthof thedropletsisretardedandtheopticalscatteringsignalfromtheparticlesis
reduced.It isconcludedthattheobservedeffectmaynotresultfromapressuredependenceofthe
nucleationrate,butfromapressuredependenceof thedropletgrowthandmotion.If it ispossibleto
increasethetimerequiredforthedropletto traveltothebottomsurfaceof thechamberthenit maybe
possibletostudytheroleofthecarriergaspressurein theabsenceof thelimitingfactorsaffectingthe
dropletgrowthandmotion.Theprimaryforcesthatacttoacceleratethedropletin theDCCarethe
gravitationalforce,thethermophoreticforceandthedragforce.Thermophoreticforceactsinthe
directionof decreasingtemperature,whichisupwardsincethetemperaturedecreaseslinearlyfromthe
bottomtothetopof thechamber.Thedragforcealwaysactsinadirectionoppositetothevelocityof
thedroplet.Sotheprimaryforceresponsiblefortheaccelerationof thedropletstowardthebottom
surfaceofthechamberis thegravitationalforce.

UsingthemodelpresentedinReference2,theeffectsof reducedgravityonthegrowthandmotionof
dropletswereinvestigated.Theresultsof modelcalculationsforthegrowthandmotionofdroplets
underseveraldifferentgravitationalforcesareshowninFigure1.Whentheaccelerationofgravityis
reducedto 10-3g,thelifetimeof thedropletsin thechamberincreasesdrasticallytonearly3seconds.
This allows enough time for the droplets to grow to greater than 30 microns in radius. At a gravity force

of 10 -6 g, the droplet grows to greater than 0.5 mm and survives in the chamber for more than five

seconds. Because of the low pressure of these simulations the droplets are removed to the upper

surface of the chamber by the thermophoretic force. However, at higher pressures (> 1 atm) this force

will be negligible. This suggests that a long duration, high quality microgravity environment may be ideal

for the study of the pressure effects of the carrier gas on the nucleation kinetics and the growth and

motion of droplets.
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Figure 1. Model simulation of the growth and motion of 1-propanol droplets for different gravity fields in

the diffusion cloud chamber at T (bottom plate) =303 K, T (top plate) = 258 K and a total pressure of
100 kPa.

At relatively high supersaturation, corresponding to high rates of nucleation, nonlinear effects can result

in the breakdown of the steady state condition usually assumed in the use of the DCC for nucleation
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studies.Thesystemundergoesatransitionfromsteadystatebehaviortostableoscillatorybehavior[4].
In thisproject,weusetheDCCtostudytheoscillatorynucleationin supersaturatedvaporsof
dodecane,hexadecaneandoctadecane,andcorrelatethefrequencyofoscillationwithpropertiesof the
condensingvapor.Figure2displaysthescatteredlightintensityversustimealongwiththeFourier
transformpowerspectrafor thestudiedhigheralkanesattheexperimentalconditionscorrespondingto
theoscillatoryregimein theDCC.It isclearthatthefundamentalfrequencyoftheoscillatorynucleation
decreasesfromdodecanetohexadecanetooctadecane.Thisisalsotheorderof increasingmolecular
weight,normalboilingpoint,criticaltemperatureandtheenthalpyof vaporizationamongthethree
alkanes.
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Figure 2. Oscillatory nucleation of dodecane, hexadecane and octadecane.

The nucleated droplets regulate their own formation by depleting, through condensation, the concentra-

tion of the monomer species until a sufficient number of droplets are removed to allow the monomer

concentration to build up again. The nonlinear effects in nucleation and growth are general manifestation

of the inhibitory feedback control. We are currently developing a model to explain the oscillatory

nucleation and predict the frequency of oscillation.

We are "also studying the phenomenon of ion-induced nucleation that is of great importance not only as a

subject for basic scientific inquiries of complex phenomena in chemical physics but also for many

atmospheric and environmental implications. Recently, we have demonstrated the first application of

Resonance Enhanced Multiphoton Ionization (REMPI) to selectively generate molecular ions within a

supersaturated host vapor and study their nucleating behavior [5-9]. Our approach is based on the

selective ionization by REMPI of a chromophore molecule present at a dilute concentration within a

supersaturated host vapor. The experiment uses a DCC to produce a steady-state supersaturated

vapor. Selected ions generated within the supersaturated vapor, cluster with the vapor molecules

forming condensation nuclei which rapidly grow within the supersaturated vapor to macroscopic liquid

droplets that can be detected by light scattering. The method has tremendous amplification and detec-

tion capabilities and is expected to provide a valuable and new analytical tool for the identification of

trace components in the vapor phase. We have presented the application of the REMPI nucleation

technique for the measurements of the mobility of solvated and precritical cluster ions in supersaturated

vapors under well-defined nucleation conditions [9]. The results verify the trend predicted by

Thomson's model of increasing the size of the solvated cluster ion by increasing the vapor supersatura-

tion. With this method, it is now possible to compare the mobility of precritical clusters containing

positive or negative ions. This will provide the critical data necessary in order to resolve the long-

standing question regarding the effect of the charge sign on the rate of ion-induced nucleation.
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II. Gas Phase Polymerization Studies

Despite the fact that solutions and bulk liquids are the preferred medium for many industrial and labora-

tory polymerization processes, our fundamental understanding of the polymerization reactions in solution

remains limited. Under normal circumstances, polymerization is conducted in condensed systems

(monomer liquid or solution) in which multiple reactions (initiation, propagation, chain transfer, termina-

tion, etc.) are occurring simultaneously. Information regarding the exact nature of each mechanistic step

and understanding of elementary events occurring in the course of polymerization remain largely unavail-

able. In solution the problem is further complicated by reactions within the solvent. In the gas phase, it is

possible to observe the direct formation, in real time, of product polymeric radicals, cations or anions of

a chosen size. In contrast, in the liquid phase, one is usually forced to infer what has happened by the

qualitative and quantitative analysis of the products. From a practical point of view, gas phase polymer-

ization can lead to the synthesis of defect-free, uniform thin polymeric films of controlled morphology

and tailored compositions with excellent electrical and optical properties for many technological applica-

tions such as protective coatings and electrical insulators. For example, the polymeric species could be

deposited from the gas phase in a size-selected manner on metal or semiconductor surfaces.

Unfortunately, the achievement of tree homogeneous gas phase polymerization for the synthesis of high

molecular weight polymers is very difficult, and has not really been accomplished successfully in the

past. The main problem is the extreme involatility of the large polymers, rendering it impossible to keep

them in the gas phase. The application of microgravity to the study of gas phase polymerization is

expected to result in a better control of the process and may also lead to important technological

advances.

The ion chemistry of the olefins and diolefins plays an important role in the gas phase polymerization

process [ 10-14]. These monomers can be induced to oligomerize and/or polymerize through bimolecu-

lar ion-molecule reactions in the gas phase [ 10-14]. In this project, we study the laser-initiated, gas

phase oligomerization of isoprene and propene. The initiation reactions involve a direct or a concerted

charge transfer process from the benzene radical cation (C6H6+') generated by multiphoton ionization.

In order to establish the mechanistic features of the initiation process, selective ionization of the aromatic

component is necessary to avoid direct ionization of the olefin monomer. For this reason, we use

Resonant-Two- Photon-Ionization coupled with High Pressure Mass Spectrometry (R2PI-HPMS)

where the mode of ionization is selective for the aromatic component [15]. In these experiments, no

direct photoionization of isoprene was observed in the absence ofC6H 6 in the reaction mixture. Figure

3 displays the R2PI mass spectrum obtained for a mixture of benzene and isoprene in N 2 carrier gas at

a source pressure of 0.042 torr.
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Figure 3. Mass spectrum obtained in a benzene/isoprene/N 2 mixture.
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Since the ionization potential, IP(isoprene) < IP(benzene), direct charge transfer from benzene +° to

isoprene takes place according to Reaction 1.

C6H6 +° + C5H 8 --_ C5H8 +° + C6H 6 ( 1)

Following the generation of C5H8 +°, it undergoes a series of well known addition and elimination

reactions with neutral isoprene which produce the ion sequences CxHy with x =6-13 and y>x. 3 By

increasing the concentration of isoprene in the reaction cell, ions corresponding to isoprene oligomers

(C5H8)n +° up to n=4 could be observed.

In the benzene (C6H 6)/propene (C3H 6) system, the aromatic initiator (C6H6) has an IP between the

reactant's monomer (C3H 6) and its covalent dimer (C6H 12), i.e.; IP(C3H 6 ) > IP(C6H 6) > IP(C6HI 2).

Therefore, direct charge transfer from C6H6 +° to C3H 6 is not observed due to the large endothermicity

of 0.48 eV and only the adduct C6H6+*(C3H6 ) is formed. However, coupled reactions of charge

transfer with covalent condensation involving the C6H6 +° ion and two C3H 6 molecules are observed

according to the overall process:

C6H6 +° + 2 C3H 6 _ C6HI2 +° + C6H6 (2)

This reaction represents an initiation mechanism for the gas phase polymerization of propene since it

results in the formation of the dimer radical cation (C6H 12+'), which can sequentially add several

propene molecules. At higher concentrations of propene, the reaction products are the propene oligo-

mers (C3H6)+°n with n = 2-7 and the adduct series C6H6+°(C3H6)m with m__<6.Figure 4 displays the

time profiles corresponding to the sequential generation of the (C3H6)+°n series with n up to 5 (denoted

as P2, P3. P4 and P5' and B for benzene).
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Figure 4. Time profiles for the generation of the gas phase propene oligomers.

The significance of the coupled charge transfer/covalent condensation reactions is that the overall

process leads exclusively to the formation of condensation products (C3H6)+°n and avoids other

competitive channels in the ion-molecule reactions of propene. For example, the reactions of C3H6 +°

with neutral C3H 6 involve several channels starting with the formation of the C3H7 +, C4H7 + and C4H8 +°

ions and their association products.
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HI. Implications for Gas Phase Polymerization in Microgravity

Gas phase polymerization can be initiated by photon irradiation or electron beam ionization of the monomer

vapor. Another initiation method may involve plasma polymerization. The size of the product polymer panicles

is limited in nomaal gravity by gravitational rattling. Polymerization can be temainated by recombination, orby

the injection ofinhibitors. In the microgravity experiments, polymerization will be initiated by irradiation by a

high-pressure Hg / Xe UV lamp, or by electron irradiation using an electron gun based on a hot filament, or

by plasma ionization using RF-field between two electrodes. The growth of the particles will be monitored by

scattering of a test laser beam introduced perpendicular to the photoinitiating UV light or by a CCD camera.

The product particles will be collected and the particle size distribution will be analyzed microscopically.

IV. Summary and Conclusions

The growth of nuclei in supersaturated vapors under microgravity conditions is expected to provide a more

accurate and reliable picture of the growth process that can now be used to test the validity of different

nucleation theories.

The study of gas phase polymerization is an important intellectual and technological frontier, which promises

unique results not only for a fundamental understanding of polymerization reactions, but also for the develop-

ment of new materials with unique properties. In the past it has been almost impossible to study gas phase

chain polymerization because the involatile product molecules condensed out of the gas phase. The applica-

tion of microgravity to the study of gas phase polymerization is expected to result in a better control of the

process and may also lead to important technological advances.

The current research "alsoinvolves the synthesis semiconductor, metallic and intermetalfic nanoparticles.

Recent experiments on the growth of the nanoparticles into treelike aggregates in the gas phase will be

presented and some unique properties of the FeAI and TuM intermetallic nanoparticles will be discussed.
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MECHANISMS FOR THE CRYSTALLIZATION OF ZBLAN

Edwin C. Ethridge and Dennis S. Tucker

NASAfMSFC, Huntsville, AL 35812

The heavy metal fluoride glasses represent a class of reasonably good glass forming compositions with

very unique infrared optical properties that have been of interest to researchers for 20 years _. The most

extensively studied glass with the most potential for practical applications is ZBLAN which contains the

fluorides of zirconium, barium, lanthanum, aluminum, and sodium. It has a broad transmission range

(0.3-6 um), low index of refraction (-1.43), low dispersion, low Raleigh scattering, ultra-low thermal

dispersion, and potential ultra-low signal attenuation 2. Potential applications include fiber amplifiers, fiber

optic gyroscopes, delivery systems for laser cutting, drilling and surgery, radiation resistant data links,

nonlinear optical systems, and ultra-low-loss repeater-less transcontinental and transoceanic optical

fiber. Potential markets for these materials are in the tens of billions of dollars per year _.

Optical fiber from this system possess excellent transmission characteristics in the IR, but the glass is

somewhat susceptible to nucleation and crystallization. The theoretical intrinsic loss coefficient for

ZBLAN at 2 microns is 0.001 dB/Km. Extrinsic losses, however, cause significant attenuation. The

lowest loss coefficient measured is 0.7 dB/Km. This compares with the loss coefficient for fiber optic

grade fused silica glass of 0.2 dB/Km. The extrinsic losses in ZBLAN have been attributed to 1)

impurities which might be lowered by containerless processing and 2) to scattering from micro-crystal-

lites that form during glass preform production or during fiber drawing.

A number of experiments have been performed with glass forming materials in space that provide

evidence of enhanced glass formation for glasses prepared in space. These experiments have been of

two types, crystallization studies and diffusion studies. In general, the glasses have been shown to have

much more homogeneous compositional distribution 4 than terrestrial samples and the glasses have been

shown to be more resistant to crystallization 56. Two groups have even reported that the crystallization

of ZBLAN is reduced by processing in low-g. This investigation will examine the effects of vibration

and shear on the crystallization of ZBLAN. This will be accomplished by comparing quiescent experi-

ments with those under controlled vibration and to compare l-g experiments with those in low-g and 2-

g KC 135 aircraft experiments.

It is known that flow in undercooled polymer melts initiates crystallization 7. It is also known that extru-

sion processing of glass-ceramic glass-forming melts catalyses the nucleation and growth of crystals 8.

Relatively high growth and nucleation rates have been reported in lithium di-silicate melts extruded at

540°C where steady state nucleation and growth are practically zero for non-stressed samples 9. Even

though under most conditions glasses exhibit Newtonian viscous flow, non-Newtonian viscous flow is

known at high strain rates in highly viscous melts t°'jt . A number of glass forming liquids have been

shown to exhibit shear thinning with an order of magnitude lowering of the viscosity. This is attributed to

structural rearrangements in the liquid, and in particular to the orientation of anisometric, chain like flow
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units_2.Inphosphatemelts,evidenceof anisotropicbehaviorin shearedglassmeltsis indicatedat
viscositieslessthan1@poise,beingattributedtothe"orientationof thephosphatetetrahedrachains"_.
Shearthinninginlowerviscosityliquidsis indicatedbymoleculardynamicsstudiesof asimpleLenard-
Jonesliquidconsistingof sphericalhardspheres.A tendencyofthemoleculestoorderthemselvesinto
layersparalleltotheflowwasindicated.The"stressesenhancethefluidity andcreatealiquidwhichhas
directionality''_ .

If shearthinningdoesoccur,onecanpredicttheeffectoncrystallization9.Viscosityistheonlydirectly
measurablekineticparameterusedincrystalnucleationandgrowthequations.In theclassicaltreatment
ofcrystallizationt5thenucleationrate,I, andcrystalgrowthrate,U,arebothinverselyproportionalto
viscosity,11,with theviscositytermappearingin thepre-exponentialfactor.

I = (k/q) exp[-bot313Tm/T(l-Tr)2]

U = (k'/rl) [1-exp(-[_(Tm-T/T)]

Where T mis the melting temperature, T is the absolute temperature, and T r is the reduced temperature.

The kinetic constants k nand k'o, shape factor, b, and dimensionless parameters related to the liquid-
crystal interfacial tension, co, and entropy of fusion, 13,are described elsewhere _5.

The fraction of glass crystallized, X, with time at a given temperature 16is a function of the rate of nucle-

ation, the third power of the growth rate, and the fourth power of time.

X = rt/3(IU3p)

Under conditions of shear thinning, the effective viscosity decreases with increasing shear rate so that the

viscosity can be expressed as a function of shear rate.

q = rl(e)

The crystallization parameters such as the nucleation rate will also be a function of shear rate.

3 ")
I(e) = (kn/q(e))exp[-bo¢ [3Trn/T(1-Tr)"]

Low g-processing is known to greatly reduce convection, which reduces shear in the liquid. This would

reduce any shear thinning in the fiquid subsequently increasing the viscosity of the liquid, thereby reduc-

ing nucleation and growth rates. For an increase in viscosity by a factor of 2, the nucleation and growth

rates each are reduced by half, but the fraction crystallized is reduced by a factor of 16. Since shear in

liquid occurs as a result of fluid flow and fluid flow is greatly reduced in low gravity, we have crystalliza-

tion equations which are affected by gravitational effects.

I. Experimental Method

We will utilize a rapid thermal analyzer method developed by the PI i7 to examine the crystallization of

ZBLAN. The system involves the suspension of a sample on a thermocouple which is rapidly heated by

a radiant source. Because of the low thermal mass of the system, it is suitable for collection of thermal

data during rapid heating and cooling. It was utilized for studies of the heterogeneous nucleation of

reluctant glass formers 18. Data will be collected for a range of heating and cooling rates. Time-tern-
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perature-crystallization diagrams can be determined from the quenching data from which critical glass

cooling rates can be determined.

Initial experiments will be processed under quiescent conditions. Once the system is characterized and

materials properties are determined, experiments will be repeated under conditions of controlled fre-

quency and amplitude of oscillation to determine the sensitivity of crystallization to the level of shear in

the liquid. Once small amplitude oscillation methods are fully established, experiments will be performed

on the KC- 135 under low-g and 2-g for comparison with l-g experiments

The viscosity of ZBLAN is fairly well characterized over the entire temperature range with data from

around the melting temperature, around the glass transition temperature, and some measurements in the

intermediate range. We would also like to determine if it is possible to observe shear thinning in

ZBLAN melts at low shear rates.

II. Value of Experimental Research

By performing the experiments and meeting the objectives, we will gain valuable insights for the under-

standing of the mechanisms of crystallization and glass formation in low gravity. The establishment of a

new mechanism for enhanced glass fomlation would stimulate more interest from the glass research

discipline.
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EXPLOITING THE TEMPERATURE DEPENDENCE OF MAGNETIC SUSCEPTIBILITY

TO CONTROL CONVECTION IN FUNDAMENTAL STUDIES OF SOLIDIFICATION

PHENOMENA

C. Seybert I, J.W. Evans _*, F. Leslie 2, W.K. Jones Jr. 3

University of California, Berkeley

2NASA, Marshall Space Flight Center

3Motorola, Adv. Prod. Tech. Center

It is well known that convection is a dominant mass transport mechanism when materials are solidified

on Earth's surface. This convection is caused by gradients in density (and therefore gravitationa/force)

that are brought about by gradients in temperature, composition or both. Diffusion of solute is therefore

dwarfed by convection and the study of fundamental parameters, such as dendrite tip shape and growth

velocity in the absence of convection is nearly impossible. Significant experimental work has therefore

been carried out in orbiting laboratories with the intent of minimizing convection by minimizing gravity.

One of the best known experiments of this kind is the Isothermal Dendritic Growth Experiment (IDGE),

supported by NASA. Naturally such experiments are costly and one objective of the present investiga-

tion is to develop an experimental method whereby convection can be halted, in solidification and other

experiments, on the Earth's surface. A second objective is to use the method to minimize convection

resulting from the residual accelerations suffered by experiments in microgravity.

The method to be used to minimize convection relies on the dependence of the magnetic susceptibility of

a fluid on temperature or composition (whichever is driving convection). All materials experience a force

when placed in a magnetic field gradient. The direction and magnitude of that force depend on the

magnetic susceptibility of the material. Consequently the force will vary if the susceptibility varies with

temperature or composition. With a magnetic field gradient in the right direction (typically upward) and

of the right magnitude, this variation in the magnetic force can be made to exactly cancel the variation in

the gravitational force.

Figure I is a cartoon illustrating this principle (and the geometry of the experiment described below. A

fluid between a cold wall and a hot wall is experiencing a downward gravitational force and an upward

magnetic body force. The former force (per unit volume) diminishes towards the hot wall where the fluid

is less dense. In the absence of other forces, this would bring about the usual natural convection (flow

down the cold wall, from left to right across the bottom, up the hot wall and back across the top). The

buoyancy that brings about this flow is represented by the differences in the arrows representing the

gravitational force, i.e. the upward pointing arrow near the hot wall. If the susceptibility of the fluid is

temperature dependent (e.g. a paramagnetic liquid) then there is a difference between the magnetic

body force in the vicinities of the hot and cold wall. This is labeled a"magnetic buoyancy" in the car-

toon. If the magnetic field gradient is adjusted to the fight value then this magnetic buoyancy exactly

counters the normal buoyancy.
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Thetotalbodyforceactingonthefluid is

....K._v(B2)_pg
21a0

whereX is the su_eptibility, B the magnetic flux density, P the density, g the gravitational acceleration

and _t0the permeability of free space. At a critical magnetic field gradient given by

v(B2)c=2gog _x/d_

the body force becomes independent of temperature (T).

To demonstrate the principle, a solution of MnC12 in water has been used. First the variation of the

susceptibility of this paramagnetic solution with temperature and concentration was measured. Then a

"cell," containing this solution and 50 mm long by 15 mm high by 155 mm wide, was placed in a super-

conducting magnet at Marshall Space Flight Center. The magnetic field was measured at various posi-

tions within the bore of the magnet using a Hall effect probe. In this way, a position was found where the

magnetic field gradient was predominantly upward; the magnitude of the gradient could then be adjusted

by adjusting the current of the magnet. The ends of the cell consisted of machined copper blocks

maintained at controlled temperatures by circulating water from constant temperature baths. The walls

of the cell were of rectangular section glass tubing so that the cell contents could be seen. Velocities

arising from thermal gradients within the cell were measured by particle image velocimetry (PIV).

Particles used for this purpose were silver-coated hollow glass spheres of 11 micrometers mean

diameter and nearly the same density as the solution. A central vertical plane of the cell was illuminated

by a laser beam passing through a cylindrical lens. Digital images of the particles were captured on a

CCD camera and fed to a computer so that frame-to-frame movements of particles traveling with the

fluid were captured. These images were employed to compute velocity maps using commercial PIV

software.

In a typical experiment the cold end of the cell was maintained at 10°C and the warm end at 30°C.

Results are seen in Figure 2 where (in accordance with expectations arising from the second equation

above) the velocity has been plotted versus the square of the current through the superconducting

magnet). With no current in the magnet, i.e. with only natural convection allowed to occur, the fluid was

observed to circulate with a maximum measured speed of 1.15 mm/s. It was visually apparent that this

circulation was diminished as the current was increased. At currents of approximately 20A the flow was

halted, to within the precision of the PIV measurements. At yet higher currents the convection was

reversed with the hotter solution sinking and the cooler solution rising. At 40A this reversed convection

had a maximum measured speed of 1.37 mm/s.

The measurements of susceptibility and density allow an estimate of the field gradient necessary to halt

convection in the experiment. That estimate was 7.8T2/m and the convection was observed to halt in the

magnet at a current giving 7.2T2/m from the magnetic field measurements. Calculations of the flow have

been carried out using the computational fluid dynamics software FLUENT® and show good agree-

ment with the measurements.

A more limited number of measurements has been carried out with the manganese chloride solution in

the process of solidifying. The cold end of the cell was maintained at - 10°C while the other end was at
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0°C. In this case too it was possible to find a current at which the field produced by the magnet was

able to virtually halt convection. The work is part of a continuing investigation now entering the third of

its four years with support from NASA.

................. , " I Normal bu_'an_'

Figure 1. Illustration demonstrating the halting of natural convection by countering normal buoyancy

with a"magnetic buoyancy".
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Figure 2. Velocity of the fluid at two different points in the cell were measured and plotted at different

currents in the magnet. As can be seen in the graph, the flow was halted at approximately 20 Amps,

corresponding to 7.2 T2/m.
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INVESTIGATION OF VIBRATIONAL CONTROL OF CONVECTIVE FLOWS OF THE

BRIDGMAN CRYSTAL GROWTH TECHNIQUE
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INTRODUCTION

The character of natural buoyant convection in rigidly contained inhomogeneous fluids can be

drastically altered by vibration of the container. For certain experiments and operating conditions,

vibrations are expected to have a significant influence on heat and mass transfer on board the Interna-

tional Space Station (ISS). Furthermore, it appears that g-jitter vibrations will exist on ISS over a wide

range of frequencies [1]. In general, vibrational flows are very complex and are governed by many

parameters. This complexity makes it almost impossible to correctly predict vibrational effects empiri-

cally. Thus, a careful theoretical approach combined with numerical modeling is essential. Available flight

experiment data clearly show that, once initiated by "g-jitter", the effects of convective flows can persist

for long times even when the g-jitter disturbance (and consequent flow) were short-lived [2-7].

In many terrestrial crystal growth situations, convective transport of heat and constituent compo-

nents is dominated by buoyancy driven convection. Control of convective transport continues to

be an important aspect of crystal growth research. Several groups are actively pursuing control of

convection using static and rotating magnetic fields. Magnetic fields cannot be used for flow

control in melts and solutions that are poor conductors. Flow suppression through vibration or

vibro-convective mixing may offer an attractive alternative in such cases.

Recent work has shown that the character of natural buoyant convection in non-uniformly heated, rigidly

contained inhomogeneous fluids can be drastically altered by vibration of the container. A review and

relevant theoretical and experimental research can be found in publications [1-13]. Thus, vibrational

induced flow can potentially be used to influence and even control transport in some crystal growth

situations. A practical quantitative understanding of vibrational convection as a control parameter in

crystal growth situations is currently not available. The objective of the work is to assess the feasibility of

the use of vibration to suppress, or control, convection in order to achieve transport control during

crystal growth.

Buoyancy driven vibro-convective motion occurs when oscillatory displacement of a container

wall induces the acceleration of a container wall relative to the inner fluid. The vibration may be

viewed as a time-dependent modulation of steady gravity. In a closed container the fluid will

move as a rigid body with a container. If, however, the fluid density is nonuniform, fluid motion

may ensue. The magnitude of this motion, of course, depends on the orientation of the vibrational

direction with respect to the local density gradients. Note that, similar to Rayleigh-Benard configura-
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tions,theremaybea"critical"thresholdforthecoupled vibrational frequency and amplitude, to cause

convection. Interestingly, it should be noted that in case of a constant density fluid subject to spatially

nonuniform vibration, fluid motion can also occur (tor example, angular vibration [11]).

To properly investigate influence of translational, circularly polarized and rotational (angular)

vibration necessitates the use of the full 3-D equations governing the transport of heat, mass and mo-

mentum. Selected examples of our ongoing work on this topic are outlined below.

We consider a purely thermovibrational convection in a differentially heated cylindrical cavity with no

consideration of solidification. The fluid is taken to be Newtonian and the Boussinesq approximation is

assumed to hold. The calculations were performed for identification and characterization of

thermovibrational flow and are part of an ongoing project involving flow visualization model experiments

being conducted by Feigelson [ 10].

I. Mathematical Model for Translational and Polarized Vibration

Translational vibration corresponds to a linear displacement such as, for example, u--d coso3t, where d

is a real vector giving the displacement magnitude and co is the frequency. In this case the ampoule is

displaced back and forth upon the same line. Polarized vibrations are characterized by a displacement

u=Re{de _} where d--.d_ - id 2 (see Figure 1 (a,b)). Here the instantaneous vibration direction rotates in

the polarization plane defined by the real vectors d_ andd 2. A sketch showing both translational and

circular polarized vibrations is presented in Figure 1. In a reference frame fixed to a vibrating ampoule,

the momentum equation is

0v
-_7+(v .V)v = -Vp +PrV2v+RaTPr(O+o_C)k+Ra*rPr(®+otC)f(£2, t), (1)

where length, time and velocity are scaled by R o, Ro"hc and v,./Ro. Here R 0 is the ampoule radius and _cis

the thermal diffusivity. The nondimensional concentration and temperature, are given by ®, and C,

respectively. The function f(f2, t) is the acceleration of the vibrating ampoule and _=coRo2/r, is a

dimensionless frequency. The continuity and heat-mass transfer equations complete the problem formu-

lation. The Prandtl, Schmidt, thermal and vibrational Rayleigh numbers and the buoyancy ratio are given

by v ='_'v _ATgR s._, _ c , Ra* d°32_ATR" (2)
Pr = _c ' Sc Rar = o_ = _AT r -

Here ,B and tic are the thermal and solutal expansion coefficients and AT, coo,g, d, to, k, v, D are the

characteristic longitudinal temperature difference, reference concentration in the melt, gravitational

acceleration, vibrational displacement amplitude and frequency, direction of gravity, kinematic viscosity

and solute diffusivity, respectively. The dimensionless number Ra*7.is the vibrational Rayleigh number

and Ra*s = O_Ra*T. Equation (2) is solved together with the equations governing heat and species

transfer and the continuity equation.

H. Rotational Vibration

The equations of motion for angular vibrations take on a more complicated form (see Figure lc). A

container of length L is subjected to an angular displacement 0(t) in the x l*-x3* plane. Here the coordi-

nates x* are referred to a fixed laboratory flame of reference. The position vector to the mass center of

the cylinder is parallel to the side of the cylinder and is given by q* = Ro[-sinO i 1* + cos 0 i3"] where
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R o is the distance from the origin 0* to the mass center of the cylinder and 0 (t) = e sbZf2ot. In a frame

of reference moving with the container, the equations of motion have the form

Dv
p --_= div T - pk (sin0i_ + cos0i3) + p[2_v - _2x + _2x + e2f_20R0cosf20t/j] (3)

where D/Dt denotes the material derivative, v is the velocity of the fluid relative to the moving reference

frame, p is the density of the fluid, _ is the rate of rotation tensor for the moving frame with respect to

the fixed frame of reference, _ is its time derivative and T is the Newtonian stress tensor for the fluid.

The dimensionless equations governing the transport of momentum, mass and heat in the cylinder are

obtained after using L, L2/_:, K/L, and A T=T n - Tc to scale, respectively, length, time, velocity and

temperature. The governing dimensionless parameters are the dimensionless frequency if2= ff20L2/_c,the

dimensionless container radius, 0 = Ro/L, the Prandtl, Pr, and the Rayleigh, Ra, vibrational Rayleigh

Ra_r and Ekman, E, numbers. The latter are given by

Pr= v ,Ra -_ATgL_ Ra,_-_ATf_°2L_ E- v (4)
K _ ' _ _o L2 '

where [5, v, g and K are the coefficient of thermal expansion, kinematic viscosity, gravitational accelera-

tion and thermal diffusivity, respectively. This system of equations differ from the usual equations in the

absence of rotation in that additional terms are present; the Coriolis term which is proportional to ePr/E,

and the centrifugal term which is proportional to _ 20 Ra_Pr and varies with linearly with position in the

ampoule. The importance of the latter term depends on the dimensions of the amplitude of the angular

vibration, e, and the ratio O. The rocking motion of the angular vibration under consideration means that

centrifugal terms give rise to a periodic forcing that fluctuates about the mean value at twice the period

of the angular vibration.

Since the above system of equations has not been well studied, a conservative approach was adopted

for the study of angular vibrations and we confine our investigation to a parametric study of flow regimes
and transitions for thenno-vibrational situations in the absence of solidification.

III. Solution Method

The equations are solved in primitive variable form using a Finite Element Method code

FEMINA/3-D developed by the PI [14]. The continuity equation and momentum equations are consid-

ered simultaneously at each time step. This eliminates many problems related to boundary conditions

and places only slight limitations on the time step size for transient problems. The regularization for the

incompressibility condition makes the solution procedure more efficient, and allows the same order finite

element approximation for both the velocity and pressure [15]. This approach makes it possible to solve

large 3-D time-dependent problems (up to 300,000 unknowns) on a SGI 02 workstation with reason-

able computation times.

We implemented the above 3-D models of convective buoyancy-driven melt flow in differentially heated

cylindrical containers using the FEMINA/3D code. This code was carefully tested on benchmarked

experimental and numerical data for a variety of 2-D/3-D viscous and thermo-convective flow problems

and flows under magnetic field [15,16,19].

For rotational vibrations the Ekman number can be of the order 10 -4 to 10-5 for frequencies on the

order of 1Hz. This results in large coefficients, Pr/E, for the Coriolis terms in the governing equations

and causes difficulties in the numerical solution. To resolve this we implemented a high accuracy solution
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methodusingpreconditioningbyhighorderincompletedecomposition(accuracyupto 10-9). The

computation times reduced by one to two orders of magnitude and the memory size by a factor of 8 for

3-D flows compared to currently available commercial codes (e.g., CFD2000). A typical solution time

for a transient problem is about two hours on a SGI 02.

IV. Results and Discussion

We verified the validity of the Boussine_ model for semiconductor and oxide melts under microgravity

conditions. This topic has been di_ussed recently by Perera. Sekerka [17], Pukhnachev [18] and Gershuni,

Lyubimov [11]. If the nondimensional criteria, proposed by Pukhnachev, Pu = gL 3v I tel is less than 1, then

the Boussine_ model for thermal convection may not be valid. Our estimates show that the Boussinesq

model is quite adequate for a differentially heated closed ampoule and the range of parameters and material

properties under investigation. The values of Pu are of the order 104to 10 s for semiconductor and oxide

melt,; for g/g 0 = 10 .5 to 10-4, clearly well above 1.

A parametric study of translational and rotational vibrations under typical microgravity and terrestrial condi-

tions for typical semiconductor melts was performed. A snapshot of a typical flow pattern for translational

vibration is presented in Fig. 2(a). Even in the total absence of gravity the vibrations have resulted in detect-

able flows. For the cases examined, the temperature distribution remains almost unperturbed (due to the low

Pr and weak flow strength).

The angle between the direction of vibration and the ampoule has been studied for translational vibrations in

the presence of an axial temperature gradient. At high frequencies and when the angle is zero, no influence of
the vibration on the flow was observed, even when vibrational the Raleigh number is very high. The maximum

observed effect corresponds to an angle of 90 degrees. Here transport is significantly enhanced.

Typical flow pattems for rotational vibrations flow regimes are presented in Figure 2(b). Maximal velocity

values are observed at the end of the ampoule that is farthest from the rotation origin.

The influence of vibrations on heat and mass transfer becomes significant for oxide melts due to their low

thermal diffusivity (Pr- 10). These flow patterns are shown in Figure 3(a) for the case of circular polarized

vibration. Initially (at time t = 0), the species concentration was c= 1 at the lower quarter of the cylinder and c

= 0 elsewhere. The evolution of the species concentration (process of mixing) and velocity (minimal and

maximal values of V,) is shown in Figure 3Co,c). Complete mixing occurs in about ten seconds. The heat

transfer (local Nusse]t number at the top and the bottom) is also enhanced by about an order of magnitude. If

the frequency of vibration is high, of the order of 100Hz (for fixed Rao), then the changes in heat and mass

transfer due to vibrations become less significant. This corresponds to earlier experimental observations [7, 8].

Our results show that both translational, circular polarized and angular vibration can cause average melt flow

for a range of parameters typical of practical semiconductor growth. For a given vibration amplitude and

frequency, circular polarized and rotational (angular) vibrations result in more intensive melt flows than transla-

tional ones.

The influence of forced vibration on g-jitter induced flows using the Space Acceleration Measurement System

microacceleration data from the Second United Microgravity Laborotory (USML-2) mission was also

investigated [ 13]. Motivated by the predictions of the averaged equation theory presented in Ref. [11],

translational vibration was applied parallel to the ampoule axis (and thus, the temperature gradient) in an
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attempt to damp unwanted irregular time-dependent flow caused by g-jitter. While the flow variation

with time becomes more regular, we did not succeed in completely suppressing the g-jitter flow. We

lound that the use of the same amplitude vibration in the direction orthogonal to the ampoule axis is

more effective. This induces intensive thermal vibration flows and flow disturbances due to g-jitter

become practically insignificant.

V. Summary

The influence of translational, circularly polarized and rotational (angular) vibration in analysis in a model

Bridgman melt growth configuration was investigated. The nature of the flows produced by the types of

vibration under consideration necessitated the use of the full 3-D equations governing the transport of

heat, mass and momentum. The governing equations were solved numerically. Flow patterns for transla-

tional, circular polarized and rotational (angular) vibrations and g-jitter microaccelerations were ana-

lyzed. For translational vibration, thermovibrational flow is strongly dependent on the angle between the

vibration direction and temperature gradient. Circular polarized and rotational vibrations result in more

intensive melt flows than translational ones. The simultaneous action of vibrations and magnetic field [ 19]

is currently being studied.
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Figure ]. Translational vibration (a), d_or d2= 0; polarized vibration (b), d_, d2_eO; g) is the angle

between gravity vector and the ampoule axis, (z is the angle between the vibration direction and the

ampoule axis; (c) rotational (angular) vibration. The container is rotated at an angle 0(t) about a center

of rotation atx* = 0. The vector q* connects the center of rotation to the mass center of the container.

Figure 2. (a) Instantaneous 3D flow patterns for a lateral translational vibration at 0g, Ra = O, RaT=

7.25.104, Pr= 0.01,03 = IOOHz. The velocity components are V, I/, V, P is the pressure, Tis the

temperature, AT is the temperature disturbance and IV I - velocity magnitude. The grayscale range

corresponds to maximum values (white) of the velocity, temperature and pressure variables to their

minimum values (black). Vibrations are applied along the horizontal (x-direction); (b) 3-D melt flow

patterns for angular vibration at zero-g, Ra = O, Ra n = 4.6. IO s, Pr = 0.01,03 = 100 Hz.
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Figure 3. (a) 3-D flow patterns for circularly polarized vibration, Ra = 7.25.1 03,Ra = 7.4-1 06, Pr =

15, 03= I OHz, C is the concentration; (b) Temporal evolution of velocity extrema Vz, and (c) species
concentration C.
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INVESTIGATION OF THE CRYSTAL GROWTH OF DIELECTRIC MATERIALS BY

THE BRIDGMAN TECHNIQUE USING VIBRATIONAL CONTROL

R.S. Feigelson I and E.V. Zharikov"

_Stanford University, Stanford, California

2General Physics Institute, Moscow, Russia

INTRODUCTION

The principal goal of this ground-based program is to investigate the influence of low frequency vibra-

tions on the fluid flow and quality of dielectric oxide crystals grown by the vertical Bridgman method.

This experimental program, a collaborative effort between Stanford University and the General Physics

Institute of the Russian Academy of Sciences in Moscow, includes a strong emphasis on both physical

modeling and the growth of some technologically important materials. The program involves a study of

vibro-convective buoyancy-driven flows in cylindrical configurations with the expectation of being able

to use vibrational flows to control buoyancy driven fluid transport to off-set the effect of "g-jitter" during

microgravity Bridgman crystal growth. This program together with theoretical and numerical investiga-

tions of vibrational control will lead to a new parametric control variable which can be used to either

suppress or control convection, and thereby heat and mass transport during Bridgman crystal growth. It

is expected to be effective in either a terrestrial or space environment.

The following primary objectives of the research have been accomplished.

1) The most appropriate methods for introducing vibrations into the melts have been determined.

In this research, forced convection can be introduced into the melt by a number of techniques

involving either external or internal forces. Research being carried out at the General Physics

Institute has focused on introducing forced convection internally, and work being done at

Stanford University has focused on externally induced convection.

2) The vibration induced flows have been correlated with interface shape and position, growth

rate, crystal perfection, and dopant distribution in NaNO 3 growth systems.

3) The effects of low frequency vibrations on fluid flow in Bridgman type crystal growth processes

have been studied. Flows were examined in both non-crystallizing water/glycerin mixtures and

the low melting temperature NaNO 3 system.

I. Internal Vibrations

At the General Physics Institute, an axially vibrating disk suspended in the melt is used as the source of

internal vibrations. Crystal growth was conducted in quartz ampoules (d= 13 mm) in a transparent

multizone quartz furnace. The system provided visual observation of both an interface and flows in a
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melt.Thefurnaceheaters,translationmechanismsandvibratorwerecontrolledusingapersonalcom-
puterandCAMAC crate.Thissetupallowedfor settinganecessarytemperatureprofile tobemain-

T_ _ 306,8 _,C_ T _30 K_..m
Re_ = I_JO

A _ O_ mrn

...............

Figure 1. User interface of the program for melt structure visualization

tained within an accuracy 0.3 K. Translations were conducted by two step-servo motors working in the

speed range from 0 up to 34 mm/h. The electromagnetic transducer controlled by PC sound card generated

the low-frequency (LF) oscillations. The o_illating body was a quartz disk (d = 11 mm) submerged into the

melt and located above the interface. An analog videocamcorder was used for ob_rvation of melt flows and

interface shape. The signal from the camcorder was transferred to the PC. If necessary, videocapture and

digitization was used for the most characteristic moments of the growth process. To visualize the flows, the

tracers made from aluminum particles by the size 20-40 microns were added into the melt.

Special software was designed and used for processing the video images. Figure 1 shows the user interface of

the program. A sequence of video frames (real-time AVI-format movie playing in area 3 on Figure 1) were

captured and digitized, Then the frames were placed one over another to form a map of the flows (area 10 on

Figure 1). The combined image was filtered to remove steady objects like the heating spiral, splotches, non-

moving particles, etc. The map demonstrates the stop image of the flows similar to the streaks seen in a long

exposure photograph. Then the flow velocities in different parts of the melt were calculated producing a

dynamic image of the flows. Using the data obtained and physical properties of the melt, the hydrodynamic

properties of the melt were calculated.

The solid-liquid interface curvature for the NaNO 3 growth system was measured as a function of vibrational

parameters. (Figure 2) Under constant vibrational frequency, two dependences of interface curvature vs.

frequency amplitude could be observed. At fu'st an amplitude increase results in a weak increase of interface

convexity. Fuaher amplitude increase results in an extreme change of the interface curvature and it becomes

strongly concave. For every frequency, an amplitude exists at which the interface is flat. An amplitude which

corresponds to the flat interface at 50 Hz was used with a growth rate of 10 mm/h and proceeded to grow

the same quality of single crystals as for non-vibration controlled growth at 2 mm/h. Crystal quality was

determined through measurements of light scattering and dislocation densities.
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Figure 2. Curvature of crystal-melt interface vs. vibrational Reynolds coefficient

Another part of the NaNO 3 study dealt with doped crystals and the effect of fluid flow on segregation

coefficients. Silver ions in the form of AgNO 3 were used as the dopant and were measured using

electron microprobe analysis (Camebax, France). The Ag concentration profiles for different growth

conditions can be found in Figure 3 (radial profile) and 4 (axial profile). It should be noted that in this set

of experimental conditions the non-vibrating crystal was grown at 2 mm/h because single crystals would

not grow at higher rate without vibrations.
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Figure 3. Radial Ag profile of doped NaNO 3 crystals

The "vibrational" crystal grown with a flat interface (A = 0.2 mm) shows a Ag deviation from the

average value of- 11 rel% in the radial profile (Figure 3). The traditionally grown crystal (no vibrations)

shows a deviation of- 17rel%, and the worst results (-49re1%) were seen for the "vibrational" crystal

with a convex interface (0.15 mm). The sharp drop in dopant concentrations along the axial direction

(Figure 4) for the "vibrational" crystals corresponds to the position where vibrations were initiated.

The effective distribution coefficient of Ag dopant came nearer to the equilibrium value with increasing

vibrational amplitude and decreasing interface curvature. For"non-vibrating" crystal, KAgeff= 0.88,

while for the crystal grown at F=50 Hz, A=0.2mm (flat interface), KAgeff= 0.78. The equilibrium

distribution coefficient (KAgeq) is equal to 0.76 according to T-x diagram of quasibinary system

NaNO 3 - AgNO 3.
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Figure 4. Axial Ag profile of doped NaNO 3 crystals

H. External Vibrations

The extem_y induced forced convection being studied at Stanford is applied through a technique called

Coupled Vibrational Stirring or CVS. CVS is a mixing technique which uses orthogonally coupled transverse

vibrations to move the crucible around an axis other than that of the crucible. This motion Iorms a surface

wave in the melt which drives fluid flow. Flow has been observed to spiral slowly down the crucible wall and

move up the center in a tight vortex.

The Stanford group has focused mainly on studying flow visualization and mixing behavior of the non-crystal-

lizing water/glycerin system. The data obtained through such experiments will be used to determine the optimal

operating conditions for actual crystal growth systems.

The first set of experiments conducted using the non-crystaUizing system involved measurements including the

mixing time and wave height as a function of the ampoule diameter, aspect ratio, viscosity of the fluid, and

frequency of vibration. Flows were characterized by using either dyes injected at the bottom of the crucible,

neutrally buoyant particles mixed into solution, or a combination of the two. Typical operating parameters of

the flow modeling were: frequencies in the range of 0-10 Hz, amplitudes in the range of 0.7-2.0 mm, viscosi-

ties of 1,5, 10, 15, and 20cp, ampoule diameters of 1.6, 2.2, 3.2, 4.4, and 5.7 cm, and aspect ratios

between 1-5.

The generation of a surface wave was found to be the driving force for all fluid flow in this system. Fluid flow

was easily observed at frequencies as low as 1 Hz in systems with a free surface. In several experiments the

surface wave was surpressed by using a piston-like clamp. The elimination of the surface wave caused no

fluid motion to be observed regardless of vibrational frequency or amplitude. However, ifa small air bubble

was present under the clamped surface fluid flow was observed. In a free surface system, a typical surface

wave would measure 1 cm from the surface's rest position ifa 4.4 cm diameter ampoule for a Icp solution at

a frequency of 4 Hz and a vibrational amplitude of 1.5 mm.

Particle velocities were measured using streak photography. The length of a streak on an exposure produced

by a moving particle coupled with the shutter time of the camera were used to estimate the velocities. As an

example of data obtained, a 3.2 cm diameter ampoule filled to an aspect ratio of 3 with a 1 cp solution had an

estimated particle velocity of 6.2 cngs when the vibrations were set to a 5.8 Hz frequency and a 1.5 mm

amplitude.
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A couple of important issues uncovered during this series of experiments included the collapse of the

driving wave above certain resonance frequencies, and the possibility that the induced flows would not

circulate through the entire melt if the parameters were not adjusted properly.

The surface wave was found to collapse with increasing frequency in the large diameter ampoules (3.2,

4.4, and 5.7 cm). The frequency at which the wave vanished depended not only on the ampoule

diameter, but on the previous history of the fluid. Ifa frequency was placed on a fluid that was initially at

rest (dead start) then the wave would collapse at a much lower frequency than that of a fluid in which

the frequency was slowly ramped up. A typical result can be seen in figure 5.
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Figure 5. Comparison of wave height vs frequency for ramp up and dead start data (vise= lcp,

dia=6.98cm, ht= 12.6cm, amp=0.15cm, AR= 1.80)

The depth of fluid motion below the driving surface wave becomes an important factor in determining

what frequency of vibration should be set for the real growth systems. If the flows do not reach the

growth interface, then the vibrational mixing will be ineffective. The depth of motion was measured by

observing the motion of neutrally buoyant particles and was found to be strongly dependent on fre-

quency and viscosity. (Figure 6)
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HI. Summary

The growth ofNaNO 3 crystals under the influence of internal vibrations has been performed in

Bridgman systems. Interface shape and curvature was measured along with flows in the melts

using videocapture techniques. Doping experiments were performed with AgNO 3. As a result of the

doping experiment, it was determined that variation of the vibration parameters can control the effective

distribution coefficient and control the concentration distribution along the crystal.

Flows generated in the CVS system have been studied using water glycerin solutions. Wave

height, mixing time, particle velocities, etc. were measured as a function of ampoule diameter,

vibrational amplitude and frequency, fluid viscosity, and aspect ratio.

A low temperature growth furnace incorporating CVS has been designed, fabricated, and tested.

Several NaNO 3 crystals of the same quality of the GPI group have been grown. Experiments to

parallel the particle velocity and dopant experiments carried out in Moscow will be performed in the

near future with this external vibration growth system.

227



THE ROLE OF CONVECTION AND GROWTH COMPETITION IN PHASE SELECTION
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ABSTRACT

Containerless processing using electromagnetic levitation (EML) is a powerful technique in the

investigation of reactive molten metal systems. On ground, the power required to overcome the

weight of the sample is sufficient to cause significant heating and induce substantial melt convec-

tion. In microgravity, the heating and positioning fields may be decoupled and the field strength

may be varied to achieve the desired level of convection within the limits set by the geometry of

the Levitation coil and the sample size.

From high-speed digital images of the double recalescence behavior of Fe-Cr-Ni alloys in

ground-based testing and in reduced-gravity aboard the NASA KC-135 parabolic aircraft, we

have shown that phase selection can be predicted based on a growth competition model. An

important parameter in this model is the delay time between primary nucleation and subsequent

nucleation of the stable solid within the liquid/metastable solid array. This delay time is a strong function

of composition and a weak function of the undercooling of the melt below the metastable liquidus.

From the results obtained during the first Microgravity Sciences Laboratory (MSL- 1) mission, we also

know that convection may significantly influence the delay time, especially at low undercoolings. Cur-

rently, it is unclear what mechanism controls the formation of a heterogeneous site that allows nucleation

of the austenitic phase on the pre-existing ferrite skeleton. By examining the behavior of the delay time

under different convective conditions, we hypothesize that we can differentiate between several of these

mechanisms to gain an understanding of how to control microstructural evolution. We will anchor these

predictions by examining samples quenched at different times following primary recalescence in

microgravity.

A second important parameter in the growth competition model is the identification of the

growth rate of the stable phase into the semi-solid array that formed during primary recalescence.

Current dendritic growth theory is inadequate in predicting solidification behavior under these

conditions as metallographic analyses show that stable phase growth proceeds along the interface

between the metastable solid and residual liquid. Since growth velocity is independent of the

initial undercooling relative to the metastable liquidus, we hypothesize that purely thermal effects

can be separated from other important growth model parameters by careful selection of the liquid

composition in a ternary system.
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I. Background

Ground-based research on levitation melted samples and on rapidly solidified atomized droplets

has shown the strong influence of processing conditions on the selection between bcc-ferrite

(delta) and the fcc-austenite (gamma) in Fe-Ni and Fe-Cr-Ni alloys. Early work on metastable

formation in Fe-Ni alloys was accomplished by investigation of the solidification behavior of

fine powders including the work of Cech [ 1], Kelly and VanderSande [2], and Thoma and

Perepezko [3]. The metastable phase formation was identified using a metallographic technique.

With the addition of chromium, the ternary alloy must be investigated using a containerless

technique to limit the potential for contamination of the melt through interaction with crucible walls [4].

During double recalescence, the temperature of the sample rises during ferrite growth followed

by a second thermal rise as the austenite grows into the liquid-solid mixture that formed during

primary recalescence. In separate investigations, Koseki and Flemings [4], Loser [5], Moir [6]

and Volkmann [7-9] found that in order to obtain double recalescence events, a composition

specific critical undercooling must be achieved. When velocity was plotted as a function of

undercooling, this critical undercooling also corresponds to a point where a sudden decrease in

the array growth velocity is observed. The value of the critical undercooling was seen to be

depressed significantly below the extension of the metastable solidus in the equilibrium phase

diagram. This phenomenon was attributed to a nucleation controlled phase selection mechanism

[6-9] best described using the Diffuse Interface Theory (DIT) [10] with an optimized nuclei

composition.

Experimental evidence contrary to these results was obtained using a high-speed digital imaging

technique. The enhanced spatial resolution of the technique allows for analysis of small (less

than 180 microns square) discrete surface elements across the entire visual surface of the droplet

instead of an average signal obtained over a wide target region (4 mm diameter)[ 11]. Images

taken at acquisition speeds of up to 40,500 frames per second both in ground-based testing [12]

and using a pyrometry technique in microgravity [13-15] showed that the occurrence of the

double recalescence phenomena extends to temperatures slightly above the metastable extension

of the solidus of the ferrite equilibrium phase diagram. A mosaic of images taken during growth

from a trigger is shown in Figure 1 (a) and a series taken from spontaneous heterogeneous nucle-

ation from a site on the surface of the levitated melt in Figure 1(b). Both image series were

obtained in ground-based experiments.

Using a containerless processing quench technique, Koseki [ 16] showed metallographic evidence

indicating that growth of the austenitic phase proceeds around the existing metastable ferrite

dendritic array and along the solid-liquid interface which formed during primary recalescence.

Investigators from MIT found that in ground-based EML experiments three possible secondary

nucleation initiation site categories exist. The nucleation of the second phase occurs either at the

same site as primary nucleation, located at some unrelated point within the semi-solid, or along

the edges of the growing metastable array [ 13]. The delay time between recalescence events is a

weak function of undercooling, as shown in Figure 2, and appears to be significantly longer in

microgravity experiments conducted as part of the MLS- 1 mission.
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Figure 1. A series of digital images of double recalescence in Fe- 12Cr- 16Ni (wt%)

(a) Growth from a nucleation stimulation trigger for velocity measurement.

(b) Spontaneous primary nucleation with subsequent multiple secondary nucleation.
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Figure 2. Delay time as a function of undercooting for Fe-12Cr-16Ni alloy

The growth rate as a function of phase and undercooling is shown in Figure 3 for a Fe- 12wt%Cr- 16

wt% Ni alloy[ 15]. Note that the metastable phase grows at a lower rate than the stable phase at all

temperatures where simultaneous growth occurs and that the stable phase growth rate is independent of

the primary phase undercooling. This occurs because the temperature is relatively constant following

primary solidification and subsequent growth must always occur into an array at the same temperature

(and thus the undercooling and the driving force are constant and a strong function of alloy composi-

tion).

If the results of previous investigators are re-interpreted in light of the growth competition model [13],

the existence of an apparent depression of the critical undercooling may instead represent an indirect

measurement of the critical velocity. This velocity is def'med as the crossing point where the growth rate

of the metastable phase into the liquid equals the rate of growth of the stable phase into the semi-solid

under conditions of competitive growth [15]. This hypothesis must be checked by comparison to direct
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measurerrentsobtainedusingavideoanalysistechnique.A comparisonbetweendirectandindirectmeasure-
menttechniquesisshowninFigure4wherethegrowthrateoft.hestablephaseintothearrayisplottedasa
functionofameasureofthethermaldrivingforce,ATo=Tofcc-TobCC,thedifferenceincriticaltemperatures.
Manyotherinvestigationsintoverificationof experimental and theoretical approaches to quantiBjing the

influence of convection on dendritic growth and microstmctural development have recently been published

[17-20] and have application to our proposed microgravity experiments.
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Figure 3. Growth rate as a function of phase and undercooling as measured in ground-based electro-

magnetic levitation testing.
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Figure 4. Growth rate of stable pha_ into the metastable liquid-solid array formed during primary recales-
fcc _c

cence as a function of the difference between critical temperatures AT= T -T O ; Circles represent direct

measurements using a video technique, other symbols repre_nt an indirect extrapolation from the data on

critical undercoolings measured by other investigators.

H. Controlled Convection in Microgravity

In order to investigate the role of convection on the mechanism for stable phase nucleation within the

metastable array, the flow condition must be known and constant. As part of the MSL- 1 mission,

Hyers and Trapaga [21 ] developed a method to quantify magnetically driven flows by evaluating the

magnetic forces along the surface of the droplet and then using a commercial finite element fluid dynam-

ics program to predict flow conditions as a function of coil geometry. In ground-based testing, an

electromagnetically levitated 7-millimeter diameter droplet with no rotation or translation is predicted to

develop a maximum steady-state flow on the order of 50 cm/sec at the equilibrium melting temperature.

Since heating and levitation are accomplished with the same coil, we cannot decrease the field strength

without catastrophically terminating the test.
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Maximumfluidflowswithin thedropletmaybereducedtoalowerlimit ontheorderof 5cm/secusing
theTEMPUSfacilityinmicrogravityatanominalpositioningcontrolsettingof 4voltsasshownin
Figure5[22].Belowthislimit,samplestabilitywithinthecoilsispotentiallycompromised.If it is
desirabletoincreasetherecirculationflowswithinthedroplet,boththequadrupolepositioningcoiland
thedipoleheatingcoil maybeindependentlyadjustedtoprovidethedesiredincreaseinconvection.
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Figure 5. Convection conditions achievable in a 7mm droplet of molten steel using the TEMPUS STS-

94 coil system [22] (Hyers, 1999)

The calculation of the flow conditions within the droplet can only be accomplished for quiescent condi-

tions and thus the high-quality microgravity environment available in Spacelab or the International Space

Station (ISS) is required so that we can select and control convection within the sample. Since we are

interested in nucleation phenomena which show an appreciable change in behavior within the range 5 <

v < 50 cm/sec, we can use TEMPUS to investigate the flow conditions between these two extremes.

By careful selection of operating parameters and sample size, we will be able to control the cooling rate

and the Reynolds number independently and decoupled each from the recirculation velocity. It is also

desirable to conduct experiments where no electromagnetically induced flows exist. These experiments

are currently under preliminary investigation using the NASA/MSFC Electrostatic Levitator (ESL).

Thus, the purpose of this program is to develop a better understanding of how nucleation and growth of

the austenitic phase affect phase selection in ternary steel alloys following formation of a primary meta-

stable dendritic array. Two major objectives will be addressed. We will :

(1) investigate the mechanism for stable phase nucleation by defining how convection influences the

delay time in microgravity over a broad range of fluid flow conditions;

(2) examine the relationship between alloy composition and the growth rate of the stable phase

within the metastable array following primary recalescence.

The value of this research is that the results have application to welding operations in microgravity and

the design of industrial spray forming and strip casting operations for a commercially important class of

structural materials. In addition, this research addresses fundamental issues relating to rapid solidifica-

tion behavior, metastable phase selection and analysis of the processes governing microstructural
evolution.
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INTRODUCTION

The goal of our research is to develop a new class of anionic polymer electrolytes for use in organic solid

state batteries. The resulting devices are expected to be lightweight and non-toxic with applications in

energy storage and power supply for the human exploration and development of space, as well as for

communications devices on Earth. Critical characteristics for successful ion-conducting materials are high

cation mobility, electrochemical / chemical stability, and high charge density. Here we report progress

toward organic solid state electrolyte systems which are designed to satisfy these requirements.

The key feature of our electrolyte design is the identity of the charged groups, which affect the mobility of

counterions. We have selected the diffuse spherical closo-boron clusters, B 10Hi02-and B12H 122-,which

contain boron and hydrogen, and the monocarbaborate cluster, CBI_ Hi2 _. These clusters carry delocal-

ized charges and may be derivatized or be covalently attached into a polymeric structure. The spherical

electrostatic field generated by the clusters can stabilize nearby positive charges, potentiaUy promoting high

mobility of cations (especially Li÷) in polymer solutions. Another important structural feature of materials

appropriate for polyelectrolytes appears to be flexibility and a high oxygen-to-carbon atom ratio. _ In

compliance with this empirical requirement, we have incorporated oligoethylene glycol chains, which

promote conductivity of ions, into all of our polymers. To simplify polymer purification and processing, the

polymers or copolymers should be soluble, have a reproducible distribution of molecular weights, and the

polymerization conditions should be tolerant of charged groups. Given these restrictions, we chose to begin

our investigation with polymers formed by ring opening metathesis polymerization (ROMP) of 7-

oxabicyclo[2.2.1 ]-hept-2-ene derivatives (oxanorbornenes) such as la. ROMP may be carried out in

either aqueous or organic solutions, and results in low polydispersity, stable polymers with semi-rigid

backbone structures. 2 Established ROMP methodology (Scheme 1) to form poly(la) and derivatives, as

well as emerging understanding of the resulting polymer microstmcture, make this backbone structure ideal

for our purposes. Appropriate derivatives ofpoly(l) have the potential to be soluble, non-toxic, stable

polymers with a variety of charged groups, and are expected to be good candidates for battery materials.

Two approaches to boron-containing solid-state electrolytes were pursued using the general strategy

described above. A polymer electrolyte design relies on the doping of lithium salts of boron clusters into

homopolymer poly(lb). The polyelectrolyte design incorporates boron clusters into the poly(lc) polymer

through covalent bonding.
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1

RuCI3

A, H20
ROCH 2 CH2OR'

a R =R'= Me

b R = R' = - CH2CH2OCH2CH2OMe

¢ R = OMe; R' = -(CH2CH20)2CH2CH2CB11H111 "

poly (1)

Scheme 1. ROMP synthesis of poly( 1) and several derivatives of interest.

I. Monomer Synthesis and Properties

Scheme 2 summarizes the synthesis of monomers used in the study. To access the symmetrical diether

lb, classical Diels-Alder adduct 2 was reduced to 3, then reacted under Williamson ether synthesis

conditions with MeOCH2CH2OCH2CH_OTs. Also beginning with 3, literature procedures 3were used

to obtain 4, and subsequently, unsymmetrical ether 5. 4Treatment of 5 with NaI in acetone, followed by

Li2CB t_Ht_resulted in the carbaundecaborate derivative (lc). Both the symmetrical and unsymmetrical

ether syntheses were complicated by incomplete formation of diethers, even under conditions of el-

evated temperature, and thus required difficult separations. Of the monomers studied, only lb and 3

were found to be significantly soluble in water. These and most other monomers are hygroscopic, and

some contained water or THF even after rigorous purification.

LiAIH4 OH Nail, ROTs OR
_m- p

(81%) _ "OH 2.5 eq _ "OR
2 3 lb

Nail, Mel/ "_ Nail, Mel R = -CH2CH2OCH2CH2OMe

1 eq __/ (69°/o) (86%)_ 2.5 eq

AO_.._OMe O__OMe
"OH _ "OMe

4 la

1. Nail /(__Ts(OCH2CH2)3CI OMe
D

2. Nal _ "(OCH2CH2)3X

O

Li2CB11H11 /fl_OMe
-- ZJ..z....J,,-_(OCH2CH2)3CB11H111"

5a X=CI lc
bX=l

Scheme 2. Synthesis of neutral and charged monomers.

En route to the monomers described in Scheme 1, four 5,6-disubstituted-7-oxabicyclo[2.2.1 ]hept-2-

enes were synthesized on a large (30.1 mol) scale. In order to assess the thermal stability of the mono-

mers for purification by distillation, the retro Diels-Alder (rDA) decomposition of _lected derivatives

(Scheme 3) was studied experimentally and computationally. 5

Thermal gravimetric analysis of la and 2-4 demonstrated rapid and complete weight losses at onset

temperatures ranging from 147 °C to 217 °C (Figure 1). The kinetics of the rDA of la were measured

using integration of selected 1H NMR peaks belonging to the starting material and one product. The

first order rate constants were k = 1.91-14.2 x 10-5 s" 1when measured at four temperatures between
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2 R, R' = -COOCO- 8 R, R'= -COOCO-
la R = R' = CH2OMe 9 R = R'= CH2OMe
6 R, R' = -CH2OCH2- 10 R, R'= -CH2OCH 2-
11 R = R' = CH2CH 2 12 R, R'= H

Scheme 3. Reagents and products of the retro Diels-Alder reaction of la, 2, 6, and 11.

124 and 150 °C (Figure 2). These were used to calculate the Arrhenius activation parameters E a (34.5

_+0.5 kcal/mol) and In A ( 1.77 _ 0.03) x 104).
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Figure 1. Thermal Gravimetric Analysis of la and 2-4.
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Figure 2. Kinetic data for decomposition of la at four temperatures.
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Modeling of the activation parameters found for 1a with density functional theory (DFF) calculations for

similar compounds gave close quantitative correlations for All, AG*, and AS* as shown in Table 1.

Table 1. Experimental and Calculated (B3LYP/6-31G*) Thermochemical Parameters for the Retro

Compound

2-exo

6-anti

R, R'

-COOCO-

-CH2OCH2-

H11

Diels-Alder Reaction."

©. ,C
'_R ,Iq Iq'

AH

+3.44

+3.07

+5.3

(-15.2) d

Reaction overall

AS

+45.9

+48.2

AG

-10.2

-11.3

AH$

22.4

(25.0) b
31.8

(34.5) c
31.2

Activation parameters
AS$

2.95

(0.17) b
4.11 30.5

(5.0) c
i

3.1 30.3

AG$

21.6

a AG and AH are in units of kcal/mol; AS is m units of eu. The temperature for the gas-phase calculated

values is 298 K. Experimental data are in parentheses, b Reference 6. c Diether la. dData quoted in

Vogel, P.; Cossy, J.; Plumet, J.; Arjona, O. Tetrahedron 1999, 55, 13521-13642.

The observed activation energy was significantly larger (by 9.5 kcal/mol) than that previously measured 6

and calculated 7 for 2. This energy difference, illustrated in Figure 3, is attributed to the lower LUMO

energy of maleic anhydride (8) as compared to 10. All the reactions examined were entropy driven.

6TS-syn

I exo20

J_ 6TS- //

¢_ 0 ............

l(,-.xo)
-I0 | 6-anti 6-syn

7+10

Figure 3. B3LYP/6-31 G* Gibbs free energy change calculated for the retro Diels-Alder reaction
coordinate for 2 and 6.

II. Polymer Synthesis and Properties

Homopolymerizations (of la, lb, lc, and other monomers) and copolymerizations (of la or lb with

charged monomers or other neutral monomers) were carried out in deoxygenated water solutions

containing RuCI 3 catalyst (Scheme 1). The resulting polymers had soluble fractions, and poorly soluble

fractions with a tendency to swell in polar organic solvents. Poly(lb) is unusual in that it is soluble in

common organic solvents of medium and high polarity, facilitating the casting of films from THF solu-

tions. The adhesive and mechanical properties of these films appear to be favorable for device applica-

tions and will be studied in the future.
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Monomerssuchasla thatweresparinglysolubleinwaterproducedasignificantamountofpoorly
solublepolymerofhighermolecularweight (Mn= 2.6-37x 105)andnarrowerpolydispersity5than
water-solublelb. PolymerthermalpropertiesincludedTdonsetsbetween264°Cand467°C.Among
thehighmolecularweightpolymersandcopolymersof poly(la), apolymerwithahighTg(192°C),
anotherwithaTm(195"C),andonewithaTc(34°C)wereobserved.Extractionof poly(l b) with
organicsolventsresultedin threebroadpolymericfractions.Eachwasrobbery,buthadnodiscernible
phasetransitionsintherangeof 30°Cto300°C. For polymers mixed with hygroscopic lithium salts,

Differential Scanning Calorimetry showed an endotherm at -150 °C, but this disappeared when the

samples were dried in a vacuum oven.

IlL Conductivity Measurements

Preliminary measurements using the four-point probe technique on 10-40 gm films of poly(lb) as solid

solutions with "alkali metal salts of boron clusters (LiCIO 4, Li2B_2H _2,Li2B mH m, Na2B mH m, Na2B 12H_2)

resulted in increases in conductivity when compared to pure polymer. Conductivity in poly(lb) in-

creased up to two orders of magnitude for the salts tested when polymer and salt were combined in the

ratio of one equivalent of Li for every 8 oxygens within the polymer. However, neither the expected 8

linear dependence of conductivity on temperature, nor a clear dependence on concentration were

observed for poly(la), poly(l b) or poly(ethylene oxide) mixtures with salts.

IV. Conclusions and Future Work

The second phase of research has begun with the measurement of film conductivities ofpoly(lb) mixed

with lithium salts of boron clusters. The increases in conductivity for solid solutions of boron clusters in

poly(1 ) are smaller than expected and are not directly comparable to literature measurements. Future

work will include impedance measurements on solid solutions ofpoly(lb) over broad frequency and

temperature ranges for a variety of concentrations of salts. These results will be compared to measure-

ments on poly(lc) and poly(ethylene oxide) with standard lithium salts such as LiC104 for reference.
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ABSTRACT

Liquid phase sintering (LPS) is used to fabricate high-performance, net-shape structures from

powders. The powders are shaped into an oversized structure that densities to a target size. When

a liquid forms during sintering, it generates a capillary stress that combines with rapid atomic

motion to densify the structure. Models for LPS treat the pores between the powders as perme-

able balloons in the microstructure that progressively fill by atomic diffusion. Density differences

between the solid, liquid, and pore phases result in phase separation resulting in different compo-

sitions and properties between the component top and bottom. Along with phase separation,

gravity also causes shape distortion, which denies the benefit of net-shape processing. To avoid

these problems, industry restricts the use of LPS to compositions with high solid contents. Con-

sequently, the property ranges attainable via LPS are constrained by gravitational effects. If these

problems could be solved, then many useful materials and devices would be fabricated net-shape

by LPS. Examples opportunities are seen in high thermal conductivity heat sinks for computers,

tougher cutting tools for machining, high precision automotive transmission gears, and more

corrosion and wear resistant molds for plastic shaping.

I. Background

Among the liquid phase sintering compositions, tungsten heavy alloys are recognized as the

model system. These are typically W-Ni-Cu or W-Ni-Fe alloys. For our studies, these heavy

alloys are beneficial because of the large density difference between liquid and solid phases that

exacerbates gravity effects in small samples. On Earth, tungsten heavy alloys sinter to full density

in about 30 min after liquid formation, but the amount of liquid cannot exceed roughly 25 vol.%

to avoid distortion and solid-liquid separation. At lower liquid contents, the solid skeleton re-

duces distortion, but densification becomes difficult because of this same rigidity. Thus, because

of gravity effects, LPS is only successful over a limited range of compositions.

Microgravity LPS evidences very different behavior, with incomplete densification and more

distortion. The lack of pore buoyancy and a lower solid skeleton rigidity (no gravity-induced

grain contacts) allows for pore coarsening, giving less densification and lower dimensional

precision. It is this pore stability that is a critical difference between lg and lag LPS conditions.

Theory fails to predict a gravity effect. Thus, an improved understanding of gravity-porosity
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effectsonmicrostructureandmacrostmctureareneededasrelatedtodensificationanddistortion.
Accordingly,experimentsareplannedfor a rangeof compositionsandinitial porestructures.
Theseexperimentswill usepowdercompactswith intentionalvariationsin poresize,porosity,
solidcontent,dihedralangle,andisothermalholdtime,allowingobservationonmicrostructure
evolution,strength,viscosity,density,anddistortion.Fromtheexperimentswewill extractthe
gravity-porosityrelationswith respectto microstructure,rheology,densification,anddistortion.

II. Research Concepts

Findings from this research will quantify the gravity-porosity effects on system rheology during

liquid phase sintering, and will isolate the role of grain contacts and pores on densification and

distortion. These data will enable creation of models to predict composition, microstructure, or

processing effects on performance (density) and precision. A rheological response model has

been constructed for the gravity effect in solid-liquid-pore structures. It requires experimental

data to answer questions on key interactions. The time dependence of distortion and densification

depend on component strength and viscosity, which are determined by the microstructure evolu-

tion. These parameters will be determined using axial video imaging and captured in samples

retrieved after selected sintering times in parallel microgravity and ground-based experiments. In

turn the knowledge from these studies will expand the range of compositions and devices that

can be produced by this cost-effective, net-shaping technology.

To achieve the objectives, microgravity sintering is required with composition changes to adjust

the solid:liquid ratio (via changing the initial tungsten content from 60 to 97 wt.% W). Matrix

composition changes (Ni-Fe, Ni-Cu, or Cu-Ni alloys) will be used to vary the dihedral angle and

solid solubility in the liquid. Variations in porosity and pore size will be induced by use of a

fugitive polymer added to the powder in compaction and extracted in a hydrogen-vacuum

presintering treatment. The high strength after presintering will ensure survival of launch and

handling. Porosity levels of 30 or 70% (range possible by compaction) and pore sizes of 7 or 60

_m (smaller and larger than 12-15 pm solid grains) will be created by changing the amount and

size of the added polymer. Test compacts will be cylinders about 12 mm in diameter and 12 mm

in height. They will be heated at a target of 10°C/rain and initially cooled at 3°C/min. One sample

will be visualized using remote imaging, while the other samples will be obscured, but will

undergo the same thermal cycle. Isothermal sintering holds from 1 rain to 120 min will be per-

formed at 1050, 1300, 1400, or 1500°C under vacuum in both ground and microgravity condi-

tions.

Sintering runs will be performed in both gravity conditions. Acceleration records are desired

during the microgravity cycles. Video imaging will provide close time resolution on sintering

events, allowing clarification of factors such as the location of first melt formation, densification

kinetics, distortion onset, pore closure, and distortion kinetics. Post-sintering analysis will focus

on density, dimensions, weight, pore size distribution, and microstructure, including gradients in

the sintered compacts.

Findings from this research will be used to improve modeling of LPS by including gravity-

porosity effects with attention to two roles from gravity. One is related to grain structure connec-

tivity as it impacts on system rigidity (strength and viscosity). The second is related to porosity

effects on viscosity during sintering. A time dependent rheological model for densification and

240



distortionhasbeenformulatedthatincludesgravityeffectsinthecontiguityandconnectivity(solid-solid
connectionsin themicrostmcture)andsolid-liquid-poreinteractions.Thismodellacksverification,yet
providesanimportantconceptualbasefor analyzingtheresults.

Already,newinsightondensificationanddistortion ispossibleusingnewly developedhi situ

video imaging. The results to date using l g experiments show densification and distortion are

sequential events. Distortion is inhibited until the structure has nearly densified. Consequently,

shape loss occurs after most of the pores are filled with liquid. One implication for improved

dimensional control is to under-sinter the component, giving up on performance.

Microgravity and ground-based measurements on 88 wt.% W heavy alloys both showed distor-

tion increases over time. When extrapolated to zero time, there is still substantial distortion

associated with liquid formation. The time dependent distortion has been modeled using viscous

flow concepts, but with guesses on the viscosity and strength. When sintered under lag condi-

tions, high liquid content alloys exhibit distortion, usually more than observed on Earth. This

distortion is large in the first minute, but continues during sintering. Experimental results show

near zero strength during densification that allows weak surface tractions to induce distortion.

Based on observations with an alloy of 88 wt.% W, the strength is estimated from the distortion

profiles as approximately 0.4 kPa. Thus, a new theological model is emerging that treats strength

evolution and viscosity as time-dependent events that link to the microstructure. In turn, porosity

affects both parameters and since pores are subjected to buoyancy effects on Earth, microgravity

experiments are needed to isolate pore structure effects on densification and distortion, with

fundamental links to the strength and viscosity.

ConfLrmation of the strength loss on liquid formation is evident by the distortion of samples previously

liquid phase sintered to full density. Upon reheating in lag the compact reshaped toward a sphere from its

original cylinder shape. The sintered structure consisted of solid-solid bonds, yet grain boundary pen-

etration by newly formed liquid resulted in a loss of strength. Earth-based experiments with a variety of

alloys correlated grain connectivity after sintering with shape retention. Distortion depends on the

microstructure weakness during liquid penetration of grain boundaries in low dihedral angle and high

liquid content compositions. If solid skeletal bond growth is slow when compared with densification,

then distortion occurs as the pores close. Neck growth rates are near 0.5 lam/s [60]. Bond growth

forms a rigid structure, but often after distortion. Alternatively, if solid bond growth is fast when com-

pared with densification, then shape retention is expected with slower densification. Several experiments

have been used to define the microgravity conditions and the critical experiments needed with respect to

alloy composition, sintering time, and peak temperature, allowing calculation of strength, connectivity,

and contiguity roles with respect to distortion. So far the finite element based rheological model has

proven accurate for the lg cases, but the role of porosity and pore size is missing in the treatment of lag
LPS.
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USE OF COMPUTED TOMOGRAPHY FOR CHARACTERIZING MATERIALS

GROWN TERRESTRIALLY AND IN MICROGRAVITY

Donald C. Gillies _*and H.R EngeF

JNASA, Marshall Space Flight Center

2Wy]e Labs, Kennedy Space Center

The purpose behind this work is to provide NASA Principal Investigators (PIs) rapid information, non-

destructively, about their samples. This information will be in the form of density values throughout the

samples, especially within slices I nun high. With correct interpretation and good calibration, the_

values will enable the PI to obtain macro chemical compositional analysis for his/her samples. Alterna-

tively, the technique will provide information about the porosity level and its distribution within the

sample. Experience gained with a NASA Microgravity Research Division-sponsored Advanced

Technology Development (ATD) project on this topic has brought the technique to a level of maturity at

which it has become a viable characterization tool for many of the Materials Science PIs, but with

equipment that could never be supported within their own facilities. The existing computed tomography

(CT) facility at NASA's Kennedy Space Center (KSC) is ideally situated to furnish information rapidly

and conveniently to Pls, particularly immediately before and after flight missions.

CT scanning is based on the ability to process millions of attenuation values resulting from the interaction

of a high energy photon beam with a sample. By changing the direction of the incident beam, the

algorithms can furnish the values for linear absorption coefficients in two dimensional space within the

slice being irradiated. CT arrangements, including the one at KSC, typically use banks of many detec-

tors, and both translate and rotate the sample. The technique has several important implications for use

by the MRD PIs. First, the system is capable of examining several square feet of sample within the

narrow height selected. This means that many samples, and of very different types, can be examined

simultaneously. Secondly, as the absorption values can be obtained in two dimensions, it becomes

possible to obtain values while the samples are still encased. During the ATD project, satisfactory

results were obtained for metallic samples while they were still within their protective Sample Ampoule

Cartridge Assemblies (SACAs). Thus the technique is capable of measuring density within not only a

fused silica ampoule, but also while within the encasing inconel cartridge. With the exception of edge

effects, the work is quantitative. The CT system at KSC is being used with a cobalt-60 source, as

compared with the normal x-ray sources employed. To our knowledge this feature is unique world

wide, and has the advantage of producing a monochromatic beam with no preferential absorption as

happens with the x-ray generated beams. So-called beam hardening effects are thus eliminated.

Experience has shown that continuous operation of the CT system with translation of 1mm between

analytical slices can analyze fully a 72 mm length of sample within 24 hours. Complete data reduction

and interpretation may take longer, but the information afforded is available very quickly, and before the

PI's samples leave KSC. The implications of this in the Space Station era are tremendous. With the

need for transport of many samples to and from ISS, rapid analysis is essential to provide the required

information to the PI for any succeeding campaign on ISS. If it is necessary for the samples to be

returned to the PI's facility prior to reliable scientific information being obtained, there are obvious
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implicationstotheplanningoftheexperiments.CTwill enablethePItohaveanearlyassessmentof the
qualityof allof thesamples,andwiththeanalysisbeingdoneatKSCassoonsamplesarereleased
fromtheshuttle,thereisthepossibilityofrapidlyobtainingimportantscientificdata.

Theproposedworkherewill bepredominantlyaservicetocurrentandfuturePIsandassuch"will lead
tothedefinitionorenhancetheunderstandingofexistingorpotentialflightexperimentsinmaterial
science."TheATDprojectreferredtoabovewasonlyfundedforoneyear,andatlessthanafive-man
montheffort,andthereisapressingneedfor furtherinterpretiveworkonseveralfields.First,thereisa
needtodeterminetheoptimaltechniquefor interpretingthehistogramsandstatisticsoftheCTdata.
Thisisparticularlytrueforcompounds,betheysolidsolutionsor twophasemixtures.Inconjunction
withthisistheneedformorestandards,of high purity and particularly of metallographically well charac-

terized structures. Examination of existing PI samples will be important preparation for the future ISS

campaigns. Secondly, there is a need to establish and implement the instrument requirements for

improving both spatial and statistical resolution. Since the installation of the KSC CT instrument, there

have been many improvements in CT technology particularly in detector efficiency, size and resolution.

The specifications are now being sought for the procurement of the next generation of CT instrument at

KSC; it is essential that MRD has an input into these specifications. Finally, it should be noted that this

project has implications to inject technology into the private sector. The ability to examine a product

rapidly and non-destructively has obvious implications for industrial usage.
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FOLLOW-ON RESEARCH ACTIVITIES FOR THE

RENSSELAER ISOTHERMAL DENDRITIC GROWTH EXPERIMENT (RIDGE)

J.C. LaCombe *, M.B. Koss, A.O. Lupulescu, J.E. Frei, C. Giurrunarra, and M.E. Glicksman

Rensselaer Polytechnic Institute

The RIDGE effort continues the aegis of the earlier, NASA-sponsored, Isothermal Dendritic Growth

Experiment (IDGE) series of experiments through the continued analysis of microgravity data acquired

during these earlier space flights. The preliminary observations presented here demonstrate that there

are significant differences between SCN and the more anisotropic PVA dendrites. The side branch

structure becomes amplified only further behind the tip, and the interface shape is generally wider (i.e.

more hyperbolic than parabolic) in PVA than in SCN. These characteristics are seen to affect the

process of heat transport. Additionally, the dendrites grown during the Iburth United States

Microgravity Payload (USMP-4) exhibit time-dependent growth characteristics and may not always

have reached steady-state growth during the experiment.

I. Introduction and Background

The RIDGE effort furthers the basic objectives of the earlier, NASA-sponsored, Isothermal Dendritic

Growth Experiment (IDGE) series of space flight experiments through the continued analysis of

microgravity data acquired during these earlier experiments. The IDGE consisted of 180 experiments

on dendritic growth in succinonitrile (SCN), flown in 1994 and 1996 on the USMP-2 and USMP-3

shuttle missions, respectively, and 116 experiments on pivalic acid (PVA), flown aboard USMP4 in late

1997. The use of the microgravity environment permitted the acquisition of data that was largely free of

the complicated influences on the heat transfer process that acceleration-driven natural convection

creates. Discoveries were made during each space flight concerning the dendritic growth behavior of

these pure model substances. The USMP-4, pivalic acid data set, still requires considerable amounts of

analysis, and serves as a focal point of the RIDGE efforts.

The importance of the RIDGE studies is based in the fact that dendritic solidification is of considerable

engineering interest. This interest is due to the role that dendrites play in forming many microstructures

and the related material properties of these processed materials [1]. Additionally, dendritic growth

serves as a model problem in the fields of pattern formation, non-equilibrium physics, and computational

condensed matter and material physics.

Most theories of dendrite crystal formation consist of two components [2, 3]. The first of these con-

ceres the transport of heat and solute from the solid-liquid interface into the melt. The second compo-

nent involves the physics of interfacial stability, which when combined with transport theory, results in a

full solution describing steady-state dendritic growth. Until recently, neither of these two aspects of the

theory could be tested critically because of the effects of gravity-induced convection, which modifies the

transport processes, and alters the growth kinetics. The Isothermal Dendritic Growth Experiment
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(IDGE)addressedthislackof dataoverthepastdecadebyconductingmeasurementsofdendritic
growthin low-Earthorbit,aboardthreeUSMPshuttlemissions.

Asmentionedabove,theUSMP-2andUSMP-3missionsinvolvedtestsofthemodelmaterial
succinonitrile(SCN),whereastheUSMP-4missionusedthematerialpivalicacid(PVA).Bothof these
materialsaretransparentorganicmaterialsthatactasmodelsofengineeringmaterialsinthattheysolidify
dendriticallyandpossessmolecularfcc(PVA)andbcc(SCN)crystalstructures.Additionalimportant
factorsleadingtotheirusewastheirlowmeltingtemperaturesandopticaltransparency.A comprehen-
sivedescriptionof theIDGEexperimentsetupandmethodology,aswellastheresultsof theUSMP-2
flight,canbefoundin [4].

Thepresentstudy(RIDGE)continueswheretheIDGEleftoff, withadditionalanalysisof the
microgravity-derivedexperimentaldataproducedduringtheearlierspaceflights.Thedatapresented
herewereproducedusingtwodatasources.Thefirstof theseisfrom35ramfilm, whichproduces
imagesof highspatialprecision,butlow temporalfrequency.Theseconddatasourceiselectronic
video,recordedat30framespersecond,butatlowerspatialresolution.Thefilm dataisparticularly
wellsuitedforanalysisof thesteady-statecharacteristicsof thegrowthprocess.Thevideodataismore
suitedfor analysisof sometransient,or time-dependentfeaturesof thegrowthprocess.Presentedhere
arethreekeypreliminaryresultsobtainedsofar.

II. Transient Characteristics of Dendritic Growth in PVA

Analysis Technique

The data consists of tip positions over time, shown in Figure 1. Dendrite tip locations were obtained

from electronic images, using a sub-pixel interpolation scheme to enhance the spatial resolution beyond

the raw measurement precision of-22 microns (one pixel). After image processing, dendrite tip-

position measurement precision is improved to -2 microns (- 1/10 pixel).

Results and Discussion

A representative microgravity growth cycle is shown in Figure 1 [5]. It represents approximately 100

seconds of tip-displacement data (as a function of time) from a typical growth. The initial transient

behavior is thought to be indicative of the dendrite developing its own diffusion field, as it evolves from

its initial nucleus. Later in the growth, the dendrite appears to be growing at nearly a constant rate, but

closer inspection reveals that there is still a systematic deviation from steady-state growth [6], with a

persisting, although decreasing, acceleration. The cause of the transient aspects of this process is not yet

well understood. The persisting acceleration may simply be a continuation of the initial transient, or may

be produced by the measured dendrite's growth away from competing crystals, which are more proxi-

mate early in the growth, while the dendrite is of comparable size to the initial nucleus.

The data later in the growth suggest that some long-range thermal influences might contribute to the

slowly diminishing acceleration. It is possible that these dendrites were all grown within a "sufficiently

small" growth chamber. This configuration has been shown by Pines, Chair, and Zlatkowski [7] to

potentially cause a growing dendrite to accelerate as it approaches a wall at a fixed supercooled tem-

perature. However, all the growths presented here have small thermal lengths compared to the distance

between the dendrite tip and the chamber wall. Taking these considerations into account it is our
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Figure 1. Tip displacement vs. time for a dendrite grown at 0.58 K supercooling. The linear regression

was performed using data from the more steady-state portion of the growth (after-30 sec.)

present belief that this second-stage transient effect is also fundamental to isolated dendritic growth.

Since dendrites are not truly parabolic bodies of revolution [8, 9], there is no compelling phenomeno-

logical reason that dendrites should grow strictly at a constant rate. A more complete analysis will be

performed to explore this hypothesis further.

IIl. PVA Side-Branch Measurements

Analysis Technique

The 35 mm IDGE negatives were analyzed using a microscope-vernier system. The position and

amplitude of the side-branches were measured with respect to the centerline of the dendrite with the

origin at the dendrite tip (Figure 2). The first detectable side-branch is identified as the closest measur-

able branch to the tip. This point also defines the beginning of the uniformly spaced side branch region.

Beyond this is the coarsening region, which begins with the first side-branch with an amplitude smaller

than its tip-side neighbor. The distance between side-branches was measured tip-to-tip parallel to the

axial centefline. All measurements were corrected for magnification and stereographic projection.

Results and Discussion

The measurements presented here included only dendrites with isolated tips and which were orientated in

such a way as to allow accurate measurement of the side-branches, i.e., with the side-branches normal to the

imaging plane. Brief summaries of the preliminary findings using this data are shown below.

Within the range of standard deviation, the normalized distance to the first detectable side-branch shows little

variation with supercooling (Figure 3). This distance can be represented as

D O = CoR Equation (1)
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Figure 4. Average normalized side-branch spacing within a region extending 70 radii behind the tip.

where D o is the distance to the first detectable side branch, R is the measured dendrite tip radius and C o

is the scaling constant. The preliminary data in Figure 3 indicates a scaling constant value of Coig=0 ) =
41.0 + 4.6 relating the position of the first detectable side-branch and the applied supercooling.
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Within-76 radiiof thetip,wheretheside-branchspacingisuniformandunaffectedbythecoarsening
process,thereisnodetectablevariationof thenormalizedside-branchspacingwithsupercooling
(Figure4). Thesidebranchspacingcanberepresentedas

Xu= CuR' Equation (2)

where Xu is the side-branch spacing within the uniform region, and C u is the scaling constant, with a

preliminary measured value of Cu_g=0 ) = 6.6 + 1.1 (g=0 indicates it was measured in low-Earth orbit).

To characterize the shape of the side-branch envelope, the position of the side-branch tips (distance

from the tip) constituted the x coordinate, and the y coordinate was taken from the amplitude of the

branches. These data were linearly regressed in the form,

x/R=o_(y/R)_. Equation (3)

It is difficult at this stage of the analysis to determine if (and how) ot and 13scale with supercooling. If

the c_ and _ values are independent of supercooling, the preliminary regressed values of the fitting

constants to Equation 3 are _g=0) = 2.81 _+ 1.04 and 13_g=0) = 1.2 ! _+0.16.

Comparison with SCN

Previous work has been undertaken on the side-branch characteristics of succinonitrile under

microgravity and terrestrial conditions [10]. For comparison, the preliminary results for PVA and the

earlier reported SCN results (both obtained under microgravity conditions) are provided below in Table

1. Comparison of these data indicates that measurable differences clearly exist between PVA and SCN

dendrite side-branching characteristics.

Table 1. Comparison of Side-branch Scaling Constants.

Co_=o_ _'o,_=_,, %_--o, [3,_=o,

Piv',dic Acid 41.0+_4.6 6.6+1.1 2.81_+1.04 1.21_+0.16

Succinonitrile 11.8_+ 1.7 2.98_+0.32 1.81-+0.13 1.174_+0.071

IV. Steady-State Growth Behavior

Analysis Technique

A test of steady-state theory requires simultaneous measurements of both the dendritic growth rate, V,

and the radius of curvature at the tip of the dendrite, R. These measurements were obtained from the

USMP-4 pivalic acid dendrites by using the 35 mm IDGE negatives described above with electronic

image-capturing equipment as well as custom image-processing software [11].

Pdclet Number Measurements

A zero-parameter test of the transport theory is provided by examination of the dependence of the

Pdclet number on the applied supercooling. The P6clet number, Pe=VR/2o_, is shown in Figure 5 as a

function of the dimensionless supercooling, A = AT/(L/cp), where ATis the dimensional supercooling,

L is the heat of fusion, and cp is the specific heat.
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Figure5includestheexperimentaldatapointsaswellastransporttheorypredictionsfor arangeof
interfaceshapes[12].Theparaboloidalinterfaceshape(theIvantsovmodel),isplottedasthesolid
blueline,andisclearlynotinagreementwiththepivalicacidexperimentalmeasurements.Theother
theorylinesrepresentarangeof varyinginterfaceshapesextendingfromtheparaboloid,throughasetof
widerhyperboloids.TheparameterQ is used along with the radius of curvature at the tip, R, to de-

scribe the hyperboloid, (Q = 0 is a paraboloid). As Q becomes more negative, the hyperboloid be-

comes wider. The average value of Q measured thus far for PVA is Q = -0.0045 + 0.001 (about 20 %

of the available data has been examined). If the shape of pivalic acid dendrites behave similarly to

succinonitrile dendrites, this value of Q is not expected be a strong function of either the supercooling or

the convective environment [9]. When compared with the experimental data, it appears that the appro-

priate theory line for the observed interface shape agrees reasonably well with the experimentally

measured P6clet numbers, particularly at the higher supercoolings.

0.1

Ivantsov Paraboloid, Q = 0 [

Hyperboloidal Interface I• Pivalic Acid Experiments
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E=
z
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0.01

tvantsov Paraboloid

Q=0

Q = -0,001 Q = -0.0_

1

0.01 0.1
Q = -0.005

Dimensionless Supercooling, a

Figure 5. P6clet number as a function of supercooling. Experimental data are plotted as the

solid black points.

V. Summary

Characterization of both the steady state and transient aspects of dendritic growth in succinonitrile and

pivalic acid continues. These preliminary observations demonstrate that there are significant differences

between SCN and the more anisotropic PVA dendrites. The side branch structure becomes amplified

further behind the tip, and the interface shape is generally wider in PVA than in SCN. These character-

istics affect the transport process, and additional work is under way to produce evidence that the

selection process is also affected. Additionally, the dendrites grown during USMP-4 may not always

have reached steady-state growth during the experiment.
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Dendritic solidification is one of the simplest examples of pattern formation where a structureless

melt evolves into a ramified crystalline microstructure; it is a common mode of solidification in

many materials, but especially so in metals and alloys. There is considerable engineering interest

in dendrites because of the role dendrites play in the determination of microstructure, and thereby

in influencing the physical properties of cast metals and alloys. Dendritic solidification provides

important examples of non-equilibrium physics, pattern formation dynamics, and models for

computational condensed matter and material physics.

Current theories of dendritic growth generally couple diffusion effects in the melt with the

physics introduced by the interface. Unfortunately, in terrestrial based experiments, convective

effects in the melt alter the growth process in such a manner as to prevent definitive analysis of

convective, diffusive or interfacial effects. Thus, the effective elimination of convection in the

melt by operating experiments on orbit were required to produce high-fidelity data needed for

achieving further progress. This simple fact comprised the scientific justification for the IDGE.

I. The Isothermal Dendritic Growth Experiment (IDGE)

The IDGE consisted of a series of three related, NASA-supported, microgravity experiments, all of

which were flown aboard the space shuttle Columbia. These experimental microgravity missions were

designed and operated to grow and record dendritic solidification events in a well-characterized test

system in the virtual absence of any gravity-induced convective heat transfer. The scientific output from

these microgravity experiments comprises a wealth of benchmark-quality dendritic growth data for

critically testing solidification scaling laws [1]. The verification of these scaling laws constituted the

primary scientific goal of the IDGE.

The three successful flights of IDGE resulted in a considerable body of "primary science." This

science, based on hundreds of experiments conducted in space, entailed delineating the steady-state

features of dendrites grown under diffusion-limited conditions. In addition to completing the primary

science tasks, however, a large collection of still-images and video data of dendrites taken on orbit has

been compiled.

The first flight of the IDGE, launched on STS-62, took place in March, 1994, as a component experi-

ment of the second United States Microgravity Payload (USMP-2). The second IDGE flight was

launched on STS-75, in February/March, 1996, on USMP-3. Both of these flights used ultra-pure

*Corresponding author 253



(5-9'splus)succinonitrile(SCN)asthedendritictestmaterial.SCNisanorganicplasticcrystalthat
formsdendritessimilartothoseof thebodycenteredcubic(BCC)metals.SCNprovidesanearlyideal
physicalmodelfordendritesinferrousmetals.ThethirdandfinalIDGEflight(USMP-4)waslaunched
onSTS-87,inNovemberof 1997.Thelastflightemployedadifferenttestmaterial,viz.,pivalicacid
(PVA)-- a lacecenteredcubic(FCC)organicplasticcrystalthatsolidifiesanalogoustomanynon-
ferrousmetals.PVA,likeSCN,hasconvenientpropertiesforconductingprecisionexperiments.How-
ever,unlikeSCN,PVAexhibitsalargeanisotropyof itssolid-meltinterracialenergy,whichisbelieved
tobethekeyphysicalparameterinthesubtleselectionprocessof dendriticoperatingstates.

Theaccomplishmentsof theIDGEseriesaresummarizedbriefly herein,particularlyin reference
to ananalysisof Ivantsov'sthermaldiffusionmodel [2]. Despiteits simplicity, andthefact that
moreelaboratemodelsfor dendriticgrowthexist,theIvantsovmodel,whencomparedagainstan
appropriatedataset,providescritical insightsto dendriticphenomena.Ivantsov'sanalysisidenti-
fied thekeydiffusionphenomenonneededin anypredictivemodelof dendriticgrowth.In the
simplercaseof apurematerial,theIvantsovmodelprovidesanexcellentframeworkto examine
theextentto whichthermaldiffusion limits dendriticgrowth.Additionally, Ivantsov'smodel
providesastartingpoint -- orbasissolution-- to beginto includeotherphysicaleffects,suchas
interfacialstability,which whencombinedwith thetransportof latentheator soluteresultsin
dendriticpatternformation.

II. USMP-2 Results on SCN

The main conclusions drawn by comparing the on-orbit IDGE data with terrestrial dendritic

growth data obtained using the same apparatus and techniques, are: 1) Convective effects under

terrestrial conditions cause growth speed increases up to a factor of 2 at the lower supercoolings

(AT<0.5 K). 2) Convection effects remain discernible under terrestrial conditions up to

supercoolings as high as 1.7K -- far higher than previously thought. 3) In the supercooling

range above about 0.47K, microgravity data remain virtually free of convective or chamber-wall effects,

and may be used reliably for examining diffusion-limited dendritic growth theories. 4) The diffusion

solution to the dendrite problem, combined with a unique scaling constant, or*, does not provide consis-

tent prediction of the growth velocity and dendritic tip radii. 5) Ptclet numbers calculated from

lvantsov's solution are close to but deviate systematically from the 1DGE microgravity data (Figure 1).

6) The scaling parameter, t_*, is not a "universal" constant. Finally, 7) the measurements of 0r* from the

terrestrial and microgravity data are in good agreement with each other, despite a difference of over six

orders-of-magnitude in the quasi-static acceleration environments of low-Earth orbit and terrestrial

conditions (Figure 2) [1 ].

More recently, Corrigan et. al., used these data to measure side branch characteristics, from which they

concluded that in both microgravity and terrestrial gravity, independent of supercooling, the side branch

spacing is approximately 3R, the distance to the first significant side-branch is approximately 12R,

whereas the overall dendritic envelope of a downward growing dendrite is greater under terrestrial

condition then under microgravity conditions [3].

In order to examine how the dendrite tip and its trailing side-branch structure affect the energy

transport process, LaCombe et. al., [4] applied the method of moving heat sources, a Green's function

approach like that of Schaefer [5], to the problem of dendritic growth. The superposition of latent heat

sources is accomplished mathematically by integration, starting at the tip and extending to interfacial
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areasaftof it.Whencomputedin thismannerit isunnecessarytointegrateaninfinitedistancebehindthe
tip.Instead,heatsourceslocatedfarfromthetipprovidecontributionstothetip'stemperaturethat
becomevanishinglysmall.
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Figure 1. P6clet number versus supercooling. The P6clet number is a zero parameter test of the Ivantsov

model as there are no adjustable parameters. The data are in approximate agreement with theory. At the

lower supercoolings chamber effects become important, whereas at the higher supercooling,

sidebranching is important.

The Green's function model was applied to the range of Pdclet numbers and supercoolings in the IDGE.

Using the upper end of the experimental Pdclet range (P-0.01) the integration range was limited to the

region that is not dominated by the side branching (i.e. from the tip back to about 12R from the tip). We

find that, at most, about 75% of the tip temperature is accounted for via heat sources within 12R of the

tip. This suggests that at least 25% of the tip's temperature derives from sources well within the side-

branch region of the dendrite- a non-steady region not described by any simple function. For the lower

P6clet numbers produced in the IDGE experiments (P-0.001), the side-branch region may contribute

as much as ca. 60% of the tip temperature.

This observation adds support to Schaefer's original finding that under steady-state conditions interfacial

regions remote from the tip contribute to the field surrounding the tip [4]. Other analysis indicates that
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the scaling parameter does not appear to be a constant over the full supercooling range of these experiments.

The _aling parameter data from both microgravity and terresUial experiments are indistinguishable from each

other here, but measurements from USMP-3 showed statistically significant differences.

shape-corrections near the tip itself, based on reasonable estimates of the three dimensional shape, do

not significantly affect the P6clet number-supercooling curve unless side branching is taken into consid-

eration [3]. Additionally, as there is believed to be a stochastic aspect to the side branch structure, it

follows that the scatter in the IDGE might be explained by random variations in the side branch struc-

ture, and the corresponding influence that this region has on heat flow at the tip. The importance of these

non-steady state features to the evolution of the dendrite, suggests the necessity of an experiment such

as the TDSE that will help to further characterize and define the extent to which these issues impact the

growth process.

III. USMP-3 Results on SCN

The second IDGE flight, launched on USMP-3/STS-75, supported almost all the conclusions cited

above. Specifically, with sufficient repeated observations [6], it now appears that the terrestrial values of

6 * are statistically distinguishable from their value in microgravity. The second IDGE flight also clarified

issues at lower supercoolings as to the role of residual convection, wall proximity, or other factors, by

showing definitively that certain features of the growth data are not due to convection [5,7]. It appears

that quasi- steady accelerations up to at least 50 lago can be treated as essentially zero go' It was also

argued as to what extent the effects at low supercoolings are due to wall-proximity effects. Finally, in

addition to re--addressing topics included in the first IDGE flight, the second flight also yielded sufficient

data to extract a three-dimensional reconstruction of the dendritic tip shape [8,9].

IV. USMP-4 Results on PVA

The data and analysis based on images received using telemetry from space obtained from the final flight

of the IDGE are at a preliminary stage. Dendritic growth speed in PVA as a function of the supercooling

may be compared to terrestrially measured PVA data, and to microgravity data scaled from prior SCN
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data. The results of these preliminary analyses indicate that PVA data are in good overall agreement with

the SCN data. This implies that dendritic growth in PVA, like SCN, is a diffusion limited process. Little,

if any, interracial kinetic hindrances appear to be present.

Preliminary data assessing the nature of boundary-layer interactions in PVA shows that the velocity

levels off at its maximum steady-state value when the nearest neighbor distance (tip-to-tip) exceeds

twice the thermal diffusion distance, 21d. Here Id =c_/V (or is the thermal diffusivity and V is the tip

speed). When the nearest neighbor spacing falls below 21d, thermal boundary layers overlap and

interact, causing the dendrite speed to fall. This particular phenomenon of neighbor interactions has

never been observed before, because convective free conditions are required to ensure that dendritic

growth is limited by thermal diffusion.

Currently, velocity and side-branching measurements are being extracted from flight videos and 35ram

film. These video sequences provide 30 frames per second images recorded at 256 gray- levels- albeit

at a much lower spatial resolution than recorded on the 35 mm still film. Efforts have centered on using

new software analysis tools developed by the Transient Dendritic Solidification Experiment (TDSE) for

video data extraction, and a corresponding examination of ground-based video data. Results thus far

indicate that there are several interesting transient aspects evident in the dendrite tip-displacement versus

time data. The first observation is that although PVA dendrites initially appear to grow at a constant rate,

they actually do not. This is evidenced by the observation that the residuals from a straight line regressed

through nearly linear displacement data have a small but persistent transient. This observation could not

be obtained at the small data rates obtained with 35 mm film. Lastly, by performing a spectral analysis

on these residuals, we find not only that they are not random, but that the tip region oscillates with a

fundamental frequency and harmonics consistent with the side branch spacing.

V. Future Activities

Despite the fact that the IDGE project has officially concluded in September 1999, new discover-

ies and ideas continue to emerge and develop from the large microgravity IDGE database. In the

future, additional details of these evolving developments may be found from the NASA-spon-

sored Follow On Activities of the Rensselaer IDGE project, a.k.a., RIDGE.
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INTRODUCTION

This work examines the diffusional growth of discrete phase particles dispersed within a matrix. Engi-

neering materials are often microstructurally heterogeneous, and the details of the microstructure deter-

mine how well that material performs in a given application. Critical to the development of designing

multiphase microstructures with long-term stability is the process of Ostwald ripening. Ripening, or

phase coarsening, is diffusion-limited and arises in polydisperse multiphase materials. Growth and

dissolution occur because fluxes of solute, driven by chemical potential gradients at the interfaces of the

dispersed phase material, depend on particle size. Competitive kinetics of these processes dictates that

larger particles grow at the expense of smaller ones, overall leading to an increase of the average

particle size. The classical treatment of phase coarsening was done by Todes, Lifshitz, and Slyozov,

(TLS) 1,2in the limit of zero volume fraction, V v--O of the dispersed phase. Since the publication of TLS

theory, there have been numerous investigations, many of which sought to describe the kinetic sc',ding

behavior over a range of volume fractions. Some studies in the literature report that the relative increase

in coarsening rate at low (but not zero) volume fractions compared to that predicted by TLS is propor-

tional to V 1/2,whereas others suggest V "3. This issue has been addressed recently by simulation

studies at low volume fractions in three dimensions by members of the Rensselaer/MSFC team. 3-5

I. Background and Objectives

Our studies of ripening behavior using large-scale numerical simulations suggest that although there are

different circumstances which can lead to either scaling law, the most important length scale at low

volume fractions is a diffusional screening length. This screening length places limits on the extent and

applicability of a mean-field description, and can result in local divergences from mean-field behavior.

The numerical simulations we employed exploit the use of a recently developed "snapshot" technique 6,

and identify the nature of the coarsening dynamics at various volume fractions. Preliminary results of

numerical and experimental investigations, focused on the growth of finite particle clusters, provide

important insight into the nature of the transition between the two scaling regimes. The companion

microgravity experiment centers on the growth within finite particle clusters, and follows the temporal

dynamics driving microstructural evolution, using holography.

This research effort will extend our preliminary discoveries and develop a critical microgravity experi-

ment to observe these phenomena in a suitably quiescent environment. Work accomplished to date
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showsthatthecriticalcross-overbetweenthetwoscalingregimes(V m versus V _/3)is a function of

both the volume fraction, which, intuitively, affects this screening length, and the cluster size, n, where n

is the number of particles comprising the cluster. Specifically, the cross--over occurs at a critical volume

fraction for which Vr ---1/(3n z). One "also expects that the volume fraction itself fluctuates from region-to-

region, because the local size and distribution of particles vary. Thus, spatial variances should arise in the

local kinetics. One of the scientific objectives of this work is to identify the nature of these microstmc-

tural fluctuations. This added level of understanding will be of importance in the development of more

predictive models for microstructurai evolution in heterogeneous materials.

II. Theory

The continuity equation assumes neither nucleation nor coalescence:
bF

--_ +"_" [v(R).F]=0

Our approach in this work will seek to obtain v(R), the time rate of change of the radius, R, of a particle,

in a given cluster. F(R,0 is the size distribution function. Source/sink strength (volume flux), Bi rLs,is the

difl:usion an'dog of electrostatic charge,

BiTLS=[I -R_ l
R_

R* is the critical radius given by, R* = Ltq_

q_, is the background matrix potential, assumed uniform throughout the matrix phase;

_. is a capillary length defined by

where ",i,is interfacial energy, f2 is molar volume, k B is Boltzmann's constant, and T is the absolute

temperature.

Since the zero volume fraction restriction in TLS results in the total neglect of direct interactions among

particles, a more realistic approach which introduces the influence of volume fraction on coarsening

kinetics was that employed by Marqusee and Ross. 7

Their approach applies spatially coarse-grained background diffusion potential:

72q)= -4rto

where c_, a source/sink density in the matrix space, introduces a coarse-grained local background

potential, (p(r), due to droplets surrounding a coarsening droplet centered at point r in the matrix,

kB
(p(r)= Y_ j.'T'7--_. i exp(-l_-l r- r i I )+q)=.

i If- til

The volume flux, B i, becomes

Bi = (l-ff'_) (1 + lcRi) = Bir_(l + _i)

where 1,:= [4_Nv<R>] I/2 represents the natural cut-offdistance for direct multiparticle interactions via

the diffusion field, beyond which the particles are isolated from each other by the intervening two-phase

medium. N v is the number of particles per unit volume, and <R> is the average droplet radius in the
cluster.
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For droplet clusters comprising finite coarsening systems, one may define physically distinct coarse-

grained length scales; among them are: (1) the diffusion screening radius, A D- 1,:-I; (2) the average

droplet radius in the cluster, A R = <R>; (therefore, Ate= [4rtNv<R> ]- 1/2)For large AD.(sparse particle

density), the screened potential approaches unscreened potential. (3) The spatial extent of the total

coarsening system, Atot,asdefined for a"sphericalcluster'by Atot = ( 3 _ )_/_( n _/_) ; where 11is the

total number of particles remaining at a given time. When AD> Ato t diffusion screening is not operative
as a factor.

We can now relate the time-rate of change of radius, v(R)= 2LD%f2 Bi, where D is the diffusion
R2_

coefficient and co is the equilibrium solubility of the droplet phase, and B iis now representative of the

volume flux of a droplet in a finite coarsening cluster. The experimental parameters for determining the

time-rate of change of each droplet within a given cluster are accessible through physicochemical

measurement and holography.

IH. Experiment

Experimental objectives are:

• Measure v(R i) of each cluster droplet in holography cell(s).

• Determine, in mixed-dimensional system (3-D droplets undergoing 2-D diffusion), the existence

of spatial instabilities in microstructural homogeneity due to some undefined "screening length."

• In a fully 3-D system in microgravity, verify TLS coarsening rate deviation dependence on local

volume fractions for global volume fractions less than 1%. The volume fraction for afinite

coarsening cluster is defined as,
11

_I_R _

V--
, A 3

lot

The experimental approach is comprised of ground-based work to extend prior mixed-dimensional

studies, and a flight experiment to study finite coarsening kinetics in three dimensions.

A. Ground-based experiment

The ground-based experimental study ofdiffusional coarsening has proceeded in a well-characterized

liquid-liquid two-phase system. Ideally, the experiment is performed at an isopycnic point to maximize

exclusion of gravity-induced system disturbances, such as convection flow. This allows observations for

the long times required to investigate coarsening. A holographic technique has been instrumental in prior

work, and will continue to be the primary method to study both the influence of local environmental

conditions on individual droplet size histories and measurement of global averages. Prior ground-based

coarsening work focused on two-dimensional diffusion of three-dimensional droplets attached to a glass

surface (mixed-dimensional case).4,5.Mixed dimensional work permits long-term ripening studies in 1%

because the dispersed phase remains attached to the test cell wall.

Holographic techniques allow measurement of the locations and sizes of individual precipitates. This

technique has proven adequate for the mixed-dimensional case. Its modification for the three-dimen-

sional case is under development. Automated numerical image analysis of the holographic images is of
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practical important for experiments involving measurements of a large number of droplets. The investiga-

tors have also performed preliminary development in this area. The software to accomplish the data

extraction will significantly accelerate the normally tedious job of quantitatively analyzing holograms

involving thousands of droplets, where each droplet is to be identified, located, and measured, and

allow thorough analysis of the entire population.

B. Flight Experiment

A tully three-dimensional coarsening study requires long-duration quality microgravity to prevent phase

separation via Stokes settling. In this instance, there is no wall attachment to prevent sedimentation, so a

microgravity environment is an imperative. During ground-based coarsening ofa 3-D dispersed droplet

phase, the dispersion would normally become rapidly depleted of larger ripening droplets. Ideal opera-

tion near the isopycnic temperature minimizes sedimentation of large droplets, but small temperature

fluctuations (_+0.001 K) cause the droplets to move to the extent that their positions are not stable for

the long times required for these studies. The relative position of the droplets would also vary signifi-

cantly in time. It would not be possible to explore local microstructural effects from diffusion because

sedimentation effects would alter the droplet population more rapidly. This and other factors, such as

distortion of the diffusion field and buoyancy-driven convection obscure the basic kinetics. These factors

impose a clear imperative for microgravity investigation of three-dimensional coarsening kinetics, and

observation of evolution of microstructure under quiescent conditions.

Preparation lbr microgravity studies have proceeded by assessing three approaches for droplet disper-
sion:

1. Jet break-up in microgravity to control the distribution of droplets in each cluster.

2. Site saturation method [Nucleation of Crystals from Solution (NCS) 8] for forming droplet

clusters by quench.

3. Normal quench: A cell, filled with selected homogeneous parent phase, is quenched below the

consolute temperature to the isopycnic temperature in the two-phase region. Ground based

testing with rotation of the two-phase isopycnic system compensates for small density differ-

ences between the phases, minimizing sedimentation during coarsening.

All three approaches have been tested, with the quench being the method of choice. For approaches 1

and 2, aside from difficulties in implementation, it is difficult to establish precisely that the two phases are

the desired equilibrium phases, because they must, of necessity, be stored separately prior to mixing.

Without knowledge of the precise solvated concentration, the discrete phase volume fraction would be

nearly impossible to determine accurately. For method 3, implementation is easier, insofar as the initial

concentration will be as precise as it normally is during laboratory experimentation, and the two phases

will be in equilibrium with each other even if temperatures are slightly different from that desired. Addi-

tionally, the "quench" approach allows for repeating the experiment using the same test cell simply by

heating above the consolate temperature, mixing and quenching again. Methods 1 and 2 are "one shot"

experiments, which is not desirable for the space flight experiment.

The rotating quench cell (RQC) design is based on the work of Roberts, et. al., to optimize the param-

eters for a rotating mixed-phase reactor 9. The RQC is designed for droplets to maintain suspension by

rotating the RQC. Although the RQC rotates at the appropriate rotational speed, suspended droplets

remain influenced by viscous drag and tend to rotate with the fluid phase. A balance of their gravitational

and centrifugal forces with viscous drag determines their motion relative to the rotating fluid. At high
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rotationrates,dropletswithdensitiesgreaterthanthematrixfluidphasewill tendtomovetowardthe
cellwalls.Ontheotherhand,highrotationratescausedropletswithdensitieslessthanthematrixphase
to tendtodrift towardthecell longitudinalaxis.

Regardlessof thesideof thephasediagrammiscibility-gaponwhichtheexperimentisperformed,the
majorityphase--notthedropletphase--mustpreferentiallywettheinsidecellwallsurfaces.If the
dropletphasepreferentiallywets,nucleateddropletswill wetandspreadoverthecellsurface,distorting
observabledropletvolume fractions, introducing unknown concentration gradients at the cell surfaces,

and possibly compromising imaging processing.

Furthermore, diffusion fields associated with droplets near container walls differ from diffusion fields of

droplets situated well within in the bulk. One must be concerned with perturbations to the three-dimen-

sional diffusion field due to wall effects. The distance at which such perturbations to the three-dimen-

sional diffusion field can occur is a function of the average droplet size within a cluster of a given volume

fraction. Therefore, for a fully three-dimensional experiment, a significant droplet population should

reside near the central axis of the RQC, and outside ofa diffusional screening distance,L=(4nRN/V_ )-t_,

due to the container walls. Our ability to operate above or below the isopycnic point on either side of

the miscibility-gap will allow flexibility in locating an adequate representation of droplets near the RQC

primary axis.

Finally, holographic imaging is the optical tool selected for observing these phenomena. Figure I shows

a hologram during three-dimensional coarsening of succinonitrile-water in a RQC. Figure 2 is a se-

quence of holograms during the mixed-dimensional coarsening of succinonitrile-water. Figure 3 repre-

sents an automated composite from digitized images of holograms using intensity distribution constraints.

Clearly, holography provides more data than does conventional optical imaging techniques. A recon-

structed hologram is amenable to various optical characterization techniques, e.g., in situ microscopy,

and interferometry. In particular, automated numerical image analysis of holographic images is important

for experiments such as ELMS that involve measurement of large numbers of particles. An important

aspect of the experimental study will include determining the extent of modifications required allowing

incorporation of holography within the operating envelope of the millikelvin thermostat (MITH) hard-

wore.
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Figure1.Hologramduringthree-dimensionalcoarseningof succinonitrile-watersolutioninarotating
quenchcell.
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Figure2. Hologramsof mixed-dimensionalcoarseningof succinonitrile-watersysteminpyrexcells:
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Figure 3. Automated composite of droplet spatial location and size distribution from magnified and

digitized images of holograms using intensity distribution constraints.
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EFFECT OF GRAVITY ON THE EVOLUTION OF SPATIAL ARRANGEMENT

OF FEATURES IN MICROSTRUCTURES: A QUANTITATIVE APPROACH
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INTRODUCTION

A microstructure is a collection of volumes, internal-surfaces, lines, and points. Depending on its dimen-

sionality, each microstructural feature has associated with it, size, shape, volume, surface area, curva-

ture, etc., and location. The distribution of relative locations of microstructural features is manifested in

the spatial patterns, correlations, clustering, short and long range interactions, microstructural gradients,

segregation, etc. The spatial arrangement of features in microstructure also governs particle packing,

connectivity, distribution of inter-particle contacts, etc. Evolution of spatial arrangement of microstruc-

tural features is an aspect of microstructure development that may be significantly affected by gravity,

particularly, when liquid phases are present during the evolution processes. For example, gravity may

affect distribution of coordination numbers of grains/particles, agglomeration tendencies, spatial correla-

tions among particles sizes, etc. The objectives of this research have been to develop Stereology and

image analyses based techniques for quantitative characterization of spatial arrangement of features in

three-dimensional microstructure, and apply these techniques to quantify the effect of gravity of evolu-

tion of microstructure during liquid phase sintering (LPS). The Principal Investigator (PI) and his gradu-

ate students have successfully developed a combination of efficient montage serial sectioning and digital

image processing techniques that permits reconstruction of large volume of three-dimensional micro-

structure observed at high resolution, from a stack of large area high resolution montage serial sections

[ 1]. Combination of methodology to reconstruct such a large volume of three-dimensional microstruc-

ture that provides sufficiently large number of features and minimize the edge effects, and unbiased

statistical sampling using disectorprobe [2], yield a practical and efficient procedure for reliable estima-

tion of some important descriptors of the spatial arrangement of grains/particles in three-dimensional

microstructure. These techniques have been applied to quantify the effect of gravity the evolution of

spatial arrangement of tungsten grains in the liquid phase sintered specimens of W-Fe-Ni alloys. The

measurements have been performed on ground-based as well as microgravity environment (first

Microgravity Science Laboratory/MSL- 1 and second International microgravity Laboratory/IML-2

missions) processed specimens provided by Professor R.M. German. The evolution of bivariate coordi-

nation number distribution [3,4], first, second, and third nearest neighbor distance, and true grain size

distributions [4] of tungsten grains have been characterized. It is observed that in both ground-based as

well as microgravity-processed specimens the tungsten grains form almost completely connected

network. Therefore, absence of gravity does not lead to a liquid phase sintered microstructure consisting

of discrete and separate tungsten grains uniformly distributed in the Fe-Ni alloy matrix. The quantitative

microstructural data have revealed interesting trends concerning the effect of gravity on evolution

267



coordinationnumberdistributionandnearestneighbordistributionsofthetungstengrainsintheseliquid
phasesinteredmicrostructures.Thedigitalimagesof three-dimensionalmicrostructuresarepresentedin
thenextsection.Thequantitativemicrostructuraldataandobservationsarediscussedin thesubsequent
sections.

I. Reconstruction of Three-Dimensional Microstructure From Serial Sections

Figure I depicts the surface rendered three-dimensional microstructure of the tungsten grains in the

specimens liquid phase sintered for I minute in microgravity environment. Figure-2 shows some con-

nected chains of tungsten grains. The details of three-dimensional microstructural reconstruction are

reported elsewhere [1,4]. Examination of large volumes of3-D microstructures in all specimens

revealed that in ground based as well as microgravity processed specimens, the tungsten grains are

almost completely connected, and both the grains and the matrix are co-continuous.

Figure 1. Surface rendered three-dimensional microstructure of tungsten grains in a 83wt% W-Ni-Fe

alloy specimen liquid phase sintered for 1 minute at 1507 C.

Figure 2. Surface rendering of clusters of tungsten grains extracted from 3-D-reconstruction.

II. Evolution of Coordination Number Distribution

The coordination number of a grain is the number of other grains that are in direct contact with it. In

general, a distribution of coordination numbers exists in powder-processed microstructures. The coordi-

nation number is sensitive to the size of the grain, and therefore a bivariate coordination number distribu-

tion is of interest. The bivariate coordination number distribution evolves during the liquid phase sintering
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process, and it is affected by gravity. The coordination number distribution is an important descriptor of

short range spatial arrangement of grains in liquid phase sintered microstructures, and it affects the

connectivity of the grains. The mean coordination number (often referred as just coordination number or

connectivity in LPS literature) is the average value of the coordination number distribution in three-

dimensional microstructure. In this research program, the thi'ee-dimensional bivariate coordination

number distributions have been experimentally measured from the three-dimensional microstructural

images reconstructed from 90 montage serial sections. Figure 3 depicts the bivariate coordination

number distribution of tungsten grains in one of the specimens.
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Figure 3. Bivariate distribution of three-dimensional coordination numbers of tungsten grains in a

83wt%W-Ni-Fe alloy specimen liquid phase sintered in microgravity environment for I minute at 1507

degree centigrade.
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Figure 4. Bivariate three-dimensional coordination number distribution of tungsten grains in a

83wt%W-Ni-Fe alloy specimen liquid phase sintered in normal gravity for 1 minute at 1507 degree

centigrade.

It is observed that for a given coordination number there is always one size class with the highest

probability of forming that number of grain contacts. As the coordination number increases, the size

class with highest probability also increases. Therefore, there is a strong correlation between the grain

size and coordination number. To quantify this correlation, from the bivariate frequency functions, one

can compute average size of the grains D c having a specific fixed coordination number, C. Figure 5

shows plots of D c vs. C for the four data sets. Observe that, the average size D c having C number of

contacts increases monotonically with the number of contacts.
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Figure 5. Mean size of grains having the given coordination number versus the coordination number for

four specimens of 83wt% W-Ni-Fe alloy liquid phase sintered at 1507 C.

To extract simple expression for the quantitative correlation between D c and C, normalize both the

variables: divide D c by the experimentally measured three-dimensional global average grain size A, and

divide C by the mean coordination number C 0. The normalized plot of [De/A] 2 vs. [C/C0] for four

specimens of 83wt%WONi-Fe alloy are shown in Figure-6.
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Figure 6. Normalized plot of [Dc/A] 2 vs. [C/C0] for four specimens of 83wt% W-Ni-Fe alloy liquid

phase sintered at 1507 C.

Observe that, (i) the plot is linear, indicating that [De/A] 2 varies linearly with [C/Co], and (ii) the data

points for all the specimens fall on a single straight line, whose slope is one and intercept is zero. Note

that these four data sets represent specimens whose global average grain size differs by more than a

factor of two (1 min and 120 min specimens), volume fraction of tungsten grains varies from 0.59 to

0.74 (due to gravitational settling effects), mean coordination number varies from 2.9 to 4.3, and they

represent specimens processed in normal gravity and microgravity. Despite these differences in the

processing parameters, average size, amount of W grains, and mean coordination number, a single

relationship describes the correlation between grain size and coordination number. This correlation can

be expressed as follows.
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[D/A] 2 = C/C o

The surface area of the grains is directly proportional to the square of their size. Therefore, the equation

implies that in a microstructure, although individual grains of different sizes may have the same coordina-

tion number, on the average, grains with larger surface area are likely to have a higher coordination

number, and average surface area of the grains having a given coordination number increases linearly
with the coordination number.

Table 1. Mean three-dimensional coordination number of tungsten grains in 83wt% -Ni-Fe alloy

specimens liquid phase sintered at 1507 C. The values pertain to the regions at the specimen bottom.

Property Specimen Normal Normal Microgravity Microgravity

gravity gravity

1 minute 120 minute I minute 120 minute

Mean 83 wt% W- Ni

coordination - Fe "alloy 3.7 4.3 2.9 2.9

number

Table I gives the mean coordination numbers of tungsten grains in the specimens of liquid phase sintered

83wt%W-Ni-Fe. Note that, (i) the mean coordination number of tungsten grains in the microgravity

environment is significantly lower than that for the specimens processed in normal gravity, at both low

and high sintering times, and (ii) the mean coordination of the tungsten grains for the specimens pro-

cessed in microgravity appears to be insensitive to the sintering time. The higher mean coordination

number for gravity sintered specimens may be partly due to gravitational settling leading to more dense

packing of the grains. There have been many observations, which show that if the density diffelence

between the solid grains and the liquid is high, the resulting coordination number is also high [6]. This

difference in the coordination number can be attributed to the pressure exerted by the solid grains on

each other. For the specimens processed in normal gravity, this phenomenon also results in a systematic

increase in the coordination number "along the gravity direction.

III. Evolution of Nearest Neighbor Distributions

Figure 7 shows normalized distribution of the frequency function of first nearest neighbor distances; the

nearest neighbor distances are divided by their corresponding mean values. Observe that the data points

for the four specimens fall on the same curve. Similar trends are observed for the frequency function of

the normalized second nearest neighbor distances as well. These data suggest that evolution of the first

and second nearest neighbor distances of tungsten grains in this alloy is simply a scale factor change.

The effect of sintering times as well as gravity appears to reside only in the mean values.

Similar trends are observed for normalized grain size distributions of the ground based specimens, but

the normalized grain size distributions in the microgravity-processed specimens does not appear to be

time invariant. The evolution of mean grain volumes also shows some interesting trends: mean grain

volume in 83wt%W-Ni-Fe alloy specimen liquid phase sintered for one minute in normal gravity is

about two times larger than that of the corresponding microgravity processed specimen, however in the

specimens sintered for 120 minutes there is only 12% difference in the mean grain volumes of the

corresponding specimens. These differences could be due to gravitational effects on grain coalescence

[Niemi et aL, 1981 ] as well as on grain coarsening [Liu, Heany, and German, 1997]. Experimental
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Figure 7. Normalized frequency distributions of the first nearest neighbor distances of tungsten grains in

83wt%W-Ni-Fe alloy liquid phase sintered at 1507 C.

data on more specimens that cover a wider range of sintering times, volume fractions, and dihedral

angles is necessary to completely understand these evolution processes.
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Introduction

Macrovoids (MVs) are large ( 10-50 [am) pores often found in polymeric membranes prepared via

phase-inversion techniques. They are generally considered undesirable, as they adversely affect

the permeability properties and performance of polymeric membranes for microfiltration, ultrafiltra-

tion, and reverse osmosis. However, MVs can be useful in certain thin-film applications in which

vapor transmission is necessary, or for use as reservoirs for enzymes or liquid membrane material.

If more could be learned about the nature and causes of MV formation, it might be possible to

devise techniques to control and/or prevent MV formation that are more effective than those

currently employed.

Two hypotheses for the MV growth mechanism have been advanced. Reuvers [1] proposed that

once initiated, MV growth can be attributed to diffusion of (primarily) solvent to the MV nuclei.

Because this mechanism does not involve gross movement of the MV, the presence or absence of

body forces such as buoyancy should not significantly affect MV growth. Moreover, Reuvers

asserts that interfacial processes (such as solutocapillary convection (SC)) do not affect MV forma-

tion. If this is the correct mechanism, addition of a surfactant to the membrane casting solution

should not affect MV morphology. Although originally formulated for MVs observed in wet-cast

membranes (i.e., where phase inversion is caused by contacting the polymer solution with a

nonsolvent bath), the logic used by Reuvers applies to dry-cast membranes as well (i.e., where

phase inversion is caused by evaporation of a volatile solvent from a polymer/solvent/nonsolvent

solution). On the other hand, Shojaie et al. [2] proposed that solutocapillary convection induced by

a steep surface-tension gradient along the MV/bulk solution interface enhances mass transfer to the

growing MV. This interracial convection exerts a force that pulls the growing MV downward into

the casting solution [3]. Both buoyancy and viscous drag hinder MV growth by inhibiting this

motion. Thus, removing the buoyancy force by casting in microgravity should augment MV

growth according to this hypothesis. Moreover, Berg and Acrivos [4] have shown that surfactants

stabilize liquid/liquid interfaces against solutocapillary flow through a phenomenon known as

surface elasticity. If solutocapillary convection is indeed the main driving force for MV growth,

addition of a surfactant additive to the casting solution should markedly retard MV growth.
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WhereasneithersurfacetensionnorgravityhasasignificanteffectonMV growthaccordingto the
first hypothesis,buoyancyforcesshouldbeimportantif thesecondhypothesisiscorrect. The
overallgoalof thisresearchis to testthesetwohypothesesinordertoimproveourunderstanding
of theMV growthprocessin solvent-castpolymericmembranes.StudyingMV growthin low-g
conditionsis pivotaltoourability to discriminatebetweenthesetwohypotheses.

I. Materials and Methods

In order to investigate the effects of buoyancy on MV growth, a set of membrane-casting experi-

ments was conducted on the NASA KC- 135 aircraft [5]. These experiments used casting solutions

of cellulose acetate (CA)/acetone/water and were designed to study the effect of casting thickness

(75 or 150 !urn), gravity (0-g or l-g), composition (pure water and aqueous solutions of 300 ppm

Triton X-100 (J.T. Baker Co.) or 300 ppm Fluorad FC-170C (3M) surfactant), and solvent/

nonsolvent (S/NS) ratio (2:1,2.33:1, or 2.75:1 by weight). The concentration of polymer

(Eastman 398-10 with an average MW of 40,000 and acetyl content of 39.8%) was held constant
at I0 wt%.

A separate set of ground-based experiments was performed in order to determine the effects of

surfactants on macrovoid penetration depth (MVPD). Membranes were cast with a single initial

thickness ( 1.02 mm) from solutions with a single composition (10 wt% CA, 28 wt% nonsolvent,

and 62 wt% acetone). The only variable in these experiments was the nonsolvent used (water or

water with 300 ppm Triton X- 100).

Modeling studies have shown that subtle changes in gas-phase mass-transfer dynamics can have

profound effects on the morphology of dry-cast membranes [2]. Therefore, we used a membrane

casting apparatus (MCA) identical to that described by Konagurthu et al. [3] in all KC-135 experi-

ments. Because gas-phase mass-transfer is driven by diffusion in this apparatus, it is not affected

by the presence or lack of gravity. In contrast, the gas-phase mass-transfer dynamics associated

with membranes dry-cast via traditional techniques would be significantly altered in a low-gravity

environment. A more traditional apparatus, identical to the one described by Shojaie et al. [2], was

used in the penetration-depth (PD) experiments.

Quantitative evaluation of the final membrane morphology was obtained from scanning electron

micrographs (SEM) [5, 6]. Computer-based analysis of these mic__rographs was performed to

measure the following properties: Linear MV number density ( N MY)' MV area fraction (XMv),

MV size ratio (MVSR) and MV penetration depth (MVPD), where

n

N
MV

= Number of MVs / Length of cross section,

XMV= Area occupied by MVs /Area of cross section,

m

MVSR = (Final membrane thickness × XMV) / N MY'

MVPD = Distance from membrane top surface to MV bottom surface.

The significance of the observed differences in these properties was evaluated using standard

statistical techniques.
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Ground-basedvideomicroscopy(VM) experimentswerealsoconductedtostudyMV growth
duringthedry castingof CA/acetone/nonsolventsolutions[5]. SolidTiO2particles(Degussa
AerosilP25,averageprimaryparticlesize- 21nm)wereaddedto thecastingsolutionto actas
tracerparticlesfor flow visualization.Experimentswereperformedwith acastingsolutioncompo-
sitionof I0 wt%CA, 30wt% nonsolvent,60wt%acetone,and450ppmTiO2. The nonsolvent

utilized was either water or water with 300 ppm Triton X- 100 surfactant.

All microscopy experiments were performed on a Nikon EFD-3 optical microscope. Images were

recorded with a JVC-TK1270 CCD camera and ported to a computer (Apple Power Macintosh

G3) for storage and analysis (NIH Scion Image 1.62a image analysis software). In several of the

experiments, a dark-field filter was used to enhance the contrast between MVs, tracer particles, and

the surrounding casting solution. An infrared filter was used to avoid heating of the casting solu-

tion. The casting solution was injected between two horizontal glass plates with a spacing of-800

_tm. Phase separation and MV growth were caused by evaporation of acetone from the open end

of the parallel glass plates. The VM permitted observing the advance of the demixing front, the

initiation and growth of MVs, and the flow field via the use of tracer particles.

II. Results and Discussion

No MVs were observed in any of the membranes cast with an initial thickness of 75 _m. This is

consistent with experiments performed by Paulsen et al. [7] and demonstrates that MVs are never

present in membranes cast below a certain minimum initial thickness. In addition, none of the

membranes cast with a S/NS ratio of 2.75:1 contained MVs. Moreover, the final thickness of

membranes cast with an initial thickness of 150 [am often varied considerably. Therefore, the

following discussion of the casting results only applies to membranes with a final thickness of 20-

40 lure cast from solutions with a S/NS ratio of 2:1 or 2.33:1. Overall, in almost all cases the MVs

penetrate to the bottom surface of the membranes. Qualitative comparison of SEM images reveals

that MVs are generally larger in membranes with an S/NS ratio of 2:1 than in otherwise equivalent

membranes with a S/NS ratio of 2.33:1. In addition, qualitative analysis of SEM images of mem-

branes cast from surfactant-free solutions with a S/NS ratio of 2:1 (Figure 1) suggests that MV

growth is augmented in 0-g relative to 1-g. Indeed, statistical analysis reveals that lX_v, XMV, and

MVSR are all significantly higher in membranes cast from surfactant-free solutions with a S/NS

ratio of2:l in zero-g than in otherwise equivalent membranes cast in l-g. These results provide

important evidence that solutocapillary convection does occur at the MV/solution interface and

tends to augment MV growth, at least for the particular conditions used in these experiments.

In contrast, we found that buoyancy has no statistically significant effect on Nmv in membranes

cast from solutions containing surfactants and/or solutions with an S/NS ratio of 2.33:1. Moreover,

although XMVwas not measured for these membranes, qualitative analysis of SEM images did not

indicate any obvious, consistent differences in MV size or structure between these particular

membranes. Thus, buoyancy has no significant effect on MV growth in membranes cast from

solutions with an S/NS ratio of 2.33:1 and/or solutions containing surfactants. However, this

observation does not necessarily imply that the solutocapillary hypothesis is invalid. Because

buoyancy should have no major effect on MV growth in the absence of solutocapillary convection,

it is not surprising that buoyancy had no effect on MV growth in surfactant-containing membranes,

as surfactants inhibit solutocapillary convection via surface elasticity. Moreover, it is not surprising

that buoyancy had no significant effect on membranes cast from solutions with a S/NS ratio of

275



2.33:1sinceboth buoyancy (force proportional to MV radius cubed) and viscous drag (force

proportional to MV radius to the first power) inhibit growth via solutocapillary convection. It is

quite possible that the buoyancy force was insignificant relative to the drag force on the small MVs

typical of membranes cast from solutions with an S/NS ratio of 2.33: I. Calculations pertbrmed by

Pekny [5] support this claim.

The effect of surfactant solutes on MV morphology is illustrated in Figure 2. MVs are typically

larger in surfactant-free membranes cast from solutions with a S/NS ratio of2.33:1 than in equiva-

lent surfactant-containing membranes in both 0- and l-g. Moreover, surfactant-containing mem-

branes cast from solutions with a S/NS ratio of 2.33:1 were the only membranes for which MVPD

< final membrane thickness. These observations are consistent with the solutocapillary hypothesis

but not the diffusive hypothesis. However, no such trends are evident in membranes cast from

solutions with a S/NS ratio of 2:1. This is possibly due to the relatively fast demixing kinetics

observed in such solutions [5]; demixing occurs so rapidly that surfactant solutes do not have

sufficient time to diffuse to the MV/solution interface and inhibit solutocapillary convection.

However, we also found that NMvis significantly higher in surfactant-containing membranes cast

in 1-g from solutions with a S/NS ratio of 2:1 than in otherwise equivalent surfactant-free mem-
branes. The reason tor this trend is not clear.

Perhaps the most direct way to verify that solutocapillary convection occurs is to investigate the

effects of buoyancy and surfactants on MVPD. Unfortunately, this requires casting relatively thick

membranes to ensure that MVs do not penetrate the entire membrane thickness. It was not possible

to cast sufficiently thick membranes that completely phase separate and solidify during the short

duration of 0-g available on the KC-135 (20-30 sec). However, a separate set of ground-based

experiments was performed in order to determine the effects of surfactants on MVPD. The results

of these experiments are summarized in Table 1. Representative.__morphologies of the PD mem-

branes are shown in Figure 3. As expected, MVPD, as well as l'_v, XMV, and MVSR are all higher

in surfactant-free membranes than in membranes containing Triton X-100 surfactant, indicating that

solutocapillary convection tends to augment MV growth in these membranes. However, the small

sample sizes used in these experiments did not enable a statistically significant difference to be

established. If these trends can be verified, such results would provide additional support for the

SC hypothesis.

Table I. MV Parameters of Penetration Depth-Experiment Membranes

_urfactant

qone

Friton

Final

Thickness

(Bm)

280+-23

280+-30

m

NMV

12--+9

4-+5

XMV

7+_5

2-+1

MVSR

1950-+750

1100-+390

MVPD

80-+13

61-+18

Flow visualization experiments can provide information that is quite useful in assessing the charac-

teristics of MV growth. Prior to the onset of demixing, considerable cellular motion of tracer

particles near the casting solution (CS)/gas (G) interface was observed. The tracer particles moved

in a more-or-less circular pattern at relatively high velocities (-50 Bm/sec). Although it is difficult

to measure the size of these convection cells because they were larger than the field of view of the
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microscope,weestimatethattheyare- 1-2mmin diameter.Theseconvectioncellsquickly dissi-
patedwhenthesolutionattheCS/Ginterfacebegantodemix(afterapproximatelyoneminute).
Thevolumeof thedemixedregionincreasedwith timeasthedemixingfront advancedfurtherinto
thecastingsolution.After theconvectioncellsdissipated,thetracerparticlemotionslowedconsid-
erablyto ~3-4_tm/sec.Althoughtheresultsindicatedthatthefluid velocitynormalto theplaneof
thedemixingfront wasfasterneartheMV boundarythanin thebulk solution,thedifferenceswere
notstatisticallysignificant.Moreover,rapidcirculatorymotionwasobservedwithin theMVs.
Interestingly,theparticlesappearedtopenetrateintotheMVs, therebysuggestingsometypeof
convectioninto theMVs. TheMV growthin theseexperimentswasundoubtedlyinfluencedby
solutocapillaryconvectionattheMV interface.

It isworthnotingthatvery little particlemotioncouldbeseenaftertheonsetof demixingif the
castingfluid wasobservedin real-time. Thisisdueto therelativelyslowmass-transferassociated
with drycastingin this flow-visualizationmacrovoid(VFMV) apparatus.It wasnecessaryto play
backvideosof demixingandMV formation15-20timesfasterthanrealtimeinordertoobserve
thefluid motion. Fromthesevideosit becameapparentthatMV growthoccursin theseVFMV
experimentsin threedistinctphases:(1) fastinitial growth;(2)anintermediateperiodof slow
growth;and(3) subsequentcollapse.However,it isquitepossiblethatthelattertwophasesof MV
growthmightnotoccurin conventionalmembranecastingowingto thelimitedtimeavailablefor
demixing.
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A B

Figure 1. SEM micrographs of membranes cast with an initial thickness of 150 jam from solutions

with pure water NS and an S/NS ratio of 2:1. A was cast in 0-g, and B was cast in 1-g.

A B

Figure 2. SEM micrographs of membranes cast in l-g with an initial thickness of 150 l.tm from

solutions with an S/NS ratio of 2.33:1. A was cast with pure water NS, and B was cast with water

containing 300-ppm Fluorad FC- 170C surfactant.

A B

Figure 3. SEM micrographs of membranes cast in 1-g with an initial thickness of 1.02 mm from solu-

tions containing 10% CA, 28% NS and 62% acetone (S/NS=2.21" 1). A was cast with pure water NS,

and B was cast with water containing 300-ppm Triton X- 1O0 surfactant.
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ABSTRACT

Our previous experiments with NaNO 3 float-zones revealed that steady thermocapillary flow can

be balanced/offset by the controlled surface streaming flow induced by end-wall vibration. In the

current experiments we are examining the effects of streaming flow on steadying/stabilizing

nonsteady thermocapillary flow in such zones. To this effect we have set up a controlled NaNO 3

half-zone experiment, where the processing parameters, like zone dimensions and temperature

gradients, can be easily varied to generate nonsteady thermocapillary flows. In the present paper

we present preliminary results of our investigations into stabilizing such flows by employing end-
wall vibration.

I. Introduction

The float-zone technique for unidirectional semiconductor crystal growth is an established self-

contained materials processing technique. Its advantages are that it precludes introduction of

impurities from the crucible walls, and it minimizes crystal defects attributed to expansion/

contraction stresses at the solidification-crucible interface. The typical procedure in float-zoning

involves feeding a polycrystalline rod at the top into the melt zone, where it is melted in a non-

contact fashion by a ring heater, and is withdrawn at the bottom as a single crystal. Normally a

dopant is added to the feed rod to produce a crystal with desired properties.

The float-zone technique has attracted a lot of attention in the Space-based materials processing

context. However, here, one needs to be worried about gravity-independent thermocapillary

convection, arising from variations in the surface tension at the melt/vapor interface, which can

cause non-uniform dopant distribution and crystal striations 1, which are detrimental to crystal

quality.

In order to minimize/eliminate the detrimental effects of thermocapillary convection, we have

examined the role of end-wall vibration in offsetting thermocapillary flow 2. Our novel experi-

ments have revealed that end-wall vibration generates a surface streaming flow that can be used

to offset thermocapillary flow. We have demonstrated the beneficial effects of surface streaming

flow in half-zones of silicone oil, and Sodium Nitrate 2, 3. Also, our preliminary float-zone solidifi-

cation experiments with Sodium Nitrate-Barium Nitrate eutectic alloy have pointed out the favor-

able changes in microstructure brought about by vibration-induced streaming flow 3' 4. In addition,
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wehaveinitiatedaparalleltheoreticaleffort tounderstandthefluid dynamicsof vibration-induced
streamingandthebalancingof thermocapillaryflows5.

As advancementonourexperimentalefforts,weareconcentratingonbalancing/steadying
nonsteadythermocapillaryflows in sodiumnitratehalf-zones.In a modelapparatus,whereone
endof asodiumnitratecrystalis heatedto generatea liquid bridge(half-zone),weseethatthe
thermalfield is readilyoscillatory.Theoscillationsof thethermalfield areat afrequencyof
aroundI Hz (varyingwith zonedimensionsetc.). Thesetemperatureoscillationsareamanifes-
tationof thehydrothermalwaveinstabilityof thesteadythermocapillaryflow. Tracerparticles
canbeseentraversingtheflow field in azigzagfashion,following theonsetof this instability. In
thecontextof float-zoneprocessing,it hasbeenestablishedthatoscillatorythermocapillaryflows
causedopantstriationsin crystalsandunderminetheirquality1.Theoscillatorythermocapillary
flow fieldexhibitsmanypureandmixedinstabilitymodes6,whichcanbebothaxisymmetricand
non-axisymmetric.In ourpreliminaryexperiments.Wehaveexaminedtheeffectsof vibration-
inducedsurfacestreamingflowonanaxisymmetricnonsteadythermocapillaryflow field. Here,we
havebeenabletonullthethermaloscillationsandsustainbothasteadyandaquiescentflow field.

II. Experimental Results

The schematic of the experimental apparatus is shown as an inset in the figure 1. The polycrys-

talline rod of NaNO 3 is positioned vertically, and a cylindrical liquid bridge of molten NaNO 3 is

established by controlled heating at the top. The basis of thermal control is the control of the

heater temperature to utmost precision by employing a feedback proportional integral derivative

(PID) control loop, using a thermocouple embedded in the heater rod. The zone thermalization

time is about two hours, after which the flow balancing experiments are initiated. Depending on

the zone heating conditions, the zone takes on different aspect ratios. The onset of oscillatory

thermocapillary flow is monitored by a fine-wire thermocouple inserted into the zone. Figure l,

shows the results in a 8 mm diameter NaNO 3 zone. Initially, the thermal oscillations have a peak-

peak amplitude of 12K, at a frequency of around 0.5 Hz. (with a carrier wave riding on them a

frequency of- 0.04 Hz.). Visual observation of the particle trajectories in the cross section of the

zone confirms that the oscillatory flow field is axisymmetric (n = 2 mode6). On vibrating the

bottom end-wall at a frequency of 1000 Hz. with an amplitude of-10 _tm (rms), the thermal field

becomes quiescent as the thermal oscillations are damped out. On stopping the vibration, the

thermal field becomes oscillatory again. It can also be noticed that the mean temperature, as

measured by the thermocouple, drops on initiating the vibration. This is probably due to thermal

redistribution in the zone, and the added heat loss from the zone surface due to vibration. How-

ever, when the mean temperature of the field is restored to its original level, by raising the tempera-

ture at the heater end, the thermal balance can still be sustained by vibration.

III. Future Work

The present results confirm that end-wall vibration does stabilize the oscillatory thermocapillary

field. We are in the process of systematically investigating the balancing effects for the whole

range of nonsteady thermocapillary flow fields, including both axisymmetric and non-

axisymmetric. The next logical step in these efforts is to examine the effects of end-wall vibration

during float-zone processing under nonsteady thermocapillary conditions. To facilitate this, we

have built a float-zone apparatus with a very precise control of the processing temperature and

environment. Among other approaches, we intend to process the crystal under imposed oscillatory
280



3,vS'

34O

ev

D

330

O

E

I--

32:_

Quiescent F_eld

(} "C ;u 30 4C 5C EC 7_] 80 90 1C0 _ "0 120 13C 140 |5(

Time (s)

Figure 1. Effect of end-wall vibration on nonsteady thermocapillary flow.

thermal conditions, by varying the melt temperature in a periodic way. We will examine the pro-

cessed crystal (both morphology and microstructure), when processed both upwards and down-

wards. We will then vibrate the zone, to examine the effects of end-wall vibration on crystal

quality. While the ultimate objective of our experiments will be to work with semiconductor

materials, at this intermediate level we are interested in demonstrating certain cause-effect relation-

ships with the analogue materials like Sodium Nitrate, and Sodium Nitrate-Barium Nitrate eutecfics.
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Uniform microstructural distribution during solidification of immiscible liquids (e.g., oil and water;

aluminum and lead) on Earth is hampered by inherent density differences between the phases.

Microgravity processing minimizes settling but segregation still occurs due to gravity independent wetting

and coalescence phenomena. Experiments with the transparent organic, metal analogue, succinonitrile-

glycerol system were conducted in conjunction with applied ultrasonic energy. The processing param-

eters associated with this technique have been evaluated in view of optimizing dispersion uniformity.

Characterization of the experimental results in terms of a modeling effort will also be presented.
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ABSTRACT

Compositional changes during isothermal interdiffusion generally cause density variations in a diffusing

system. Such compositionally-induced density variations give rise to free convection in ground based

experiments and interfere with the analysis of composition profiles for determining interdiffusion coeffi-

cients. One method to eliminate the effect of free convection during interdiffusion is to carry out experi-

ments in zero-gravity conditions. Another way is to examine the influence of convection and correct for

this effect when analyzing for diffusion coefficients in ground based experiments. This paper describes

experimental results on interdiffusion in PbO-SiO2 melts under conditions both stable and unstable with

respect to free convection.

I. Introduction

Interdiffusion describes the evolution of compositional inhomogeneities in systems containing more than

one component. Since most material systems of teclmological importance contain at least two compo-

nents and since interdiffusion is the rate controlling step in the kinetics of most processing operations

involving compositional changes (such as crystal growth, dissolution, and chemical reactions), establish-

ment of accurate values of interdiffusion coefficients and of their variations with respect to temperature

and composition is of much interest.

Frequently, interdiffusion coefficients are determined by measuring the composition profile by a suitable

analytical probe following the diffusive evolution of a planar sharp boundary between two homogeneous

solutions of different compositions. When the time of diffusion is short enough so that the end composi-

tions (away from the sharp boundary) are not influenced, the method is referred to as the 'infinite couple

method'. For diffusion in an infinite couple configuration, the composition profiles after different diffusion

times can be superimposed on each other when plotted against a reduced variable x/4t where x is the

distance from the location of the original sharp boundary (called the Matano interface) and t is the time

of diffusion. The location of the Matano interface can be determined using a simple procedure from the

measured composition profile [1]. The values of the interdiffusion coefficient as a function of composi-

tion can be determined from the measured composition profile of an infinite couple using the Matano

analysis [2]. Sauer and Freise [3] have extended the Matano analysis to systems exhibiting changes in

volume upon mixing. While the infinite couple method works well for solid systems, the measurements in

liquids (such as liquid metals, electrolyte solutions, slags, and magmas) and in supercooled liquid sys-

tems (such as glasses) are complicated in ground-based experiments because of i) the presence of free

convection during interdiffusion caused by compositionally-induced density variations and ii) the pres-
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enceof thegravitationaldrift (i.e.,biascausedbygravitationaldrivingforceontherandommotionsof
differentcomponentspresentinthesystem).It isthegravitationaldriftthatisresponsiblefor anon-
unilbrmcompositionprofileinequilibriumwiththedensercomponentsegregatingtowardsthebottom.
Todetermineinterdiffusioncoefficientsin liquids,therearetwopossibleapproaches.Oneistodesign
experimentsinwhichtheeffectoffreeconvectioniseliminatedorreduced.Theotheris totakeinto
accountthepresenceof freeconvectionandgravitationaldrift in theanalysisof infinitecouplecomposi-
tionprofiles.Mostof theefforttodatehasfollowedthefirst approach.In ground-basedexperiments,a
simplewaytoreducefreeconvectionistoalignthecomposition(andconsequentlythedensity)gradient
•alongthedirectionofgravity.A stable(convection-free)configurationresultswhendensitydecreases
monotonicallyupwardsatallpointsatalltimes(weshallrefertothisasthe'normal'configuration)[4].
Inthenormalconfiguration,convectioniseliminatedin thosebinarysystemswherethedensityvaries
monotonicallywithcomposition.Inbinarysystemswherethedensityvariesnon-monotonicallywith
compositionaswellasinmuiticomponentsystems[5],convectionduringinterdiffusioncannotberuled
out.Whendensityincreasesintheupwarddirection(the'inverted"configuration),convectiveinstabili-
tiescandevelopprovidedthatthemagnitudeofthesolutalRayleighnumber(Ra)[6]is largerthana
criticalvalue:

Ra= g 13L4 (dc/dz)/ (v D) ( 1)

Here g is the acceleration due to gravity, [3the solutal expansion coefficient [= l/Po (dp/dc)], pthe mass

density, c the composition, v the kinematic viscosity (= rl/P where 1"1is the shear viscosity), D the

interdiffusion coefficient, z the vertical distance (measured positive in the upward direction), and L is a

characteristic length. For a circular tube, L is equal to the radius, r, of the tube. It is customary, following

equation (1), to use thin capillary tubes [7] to reduce convection. However, Frischat [8] has shown that

new problems arise due to prominent capillary effects in thin tubes. Furthermore, use of capillaries does

not eliminate the need to account for the gravitational drift. It is desirable, therefore, to develop the

second approach of exploring analytical schemes of correcting for the presence of free convection and

gravitational drift in ground based experiments. This forms the motivation of our research program.

II. Relevance to Microgravity

Determination ofinterdiffusion coefficients in liquid systerrts using i_thermal composition profiles from

ground based diffusion experiments is difficult due to the presence of free convection caused by compo-

sitionally-induced density variations and due to the gravitational drift. The compositionally-induced

density variations are intrinsic to interdiffusion and cannot be eliminated. In principle, only the experi-

ments in zero-gravity environment, where both convection and gravitational drift are eliminated, can

yield the true values of the interdiffusion coefficients. Zero gravity experiments are also needed to

validate any procedure developed to correct for free convection and gravitational drift in ground based

experiments.

III. Experiments and Results

Our approach is to develop an analytical procedure for correcting for the presence of free convection

and of gravitational drift when analyzing composition profiles in ground-based interdiffusion experiments.

The validity of this procedure will be established in future by performing experiments in a zero-gravity

environment which will provide the accurate values of the diffusion coefficients. We plan to develop

such a correction procedure for the infinite couple configuration in binary systems with the diffusion

direction both parallel and anti-parallel to the direction of gravity. To characterize the effect of convec-
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tiononinterdiffusion,wearestudyingexperimentallycompositionprofilesin infinitecouplesinboththe
normalconfigurations(withdensityincreasingdownwardinthedirectionof gravity)whereconvectionis
notexpectedtobepresentaswellasintheinvertedconfigurations(withdensityincreasingupwards)
whereconvectiveinstabilitiesmaydevelop.In addition,wehavenchosentoworkwithanoxideglass
system.Thisisbecausediffusionprofilescanbeeasilypreservedbyquenchingthediffusioncoupleto
roomtemperaturewheresubsequentmeasurementscanbeperformedataconvenienttime.Simple
liquidsarenotsuitableforthispurposesincethediffusionprofileschangerapidlyatroomtemperature
makingit difficultto studythem.A secondreasonforchoosingoxideglassisthattheviscosityofoxide
glassescanbevariedoverawiderangebyasuitablechoiceof temperature.Lastly,oxideglassesbeing
transparentallowforavisualexaminationof flow fields.Inparticular,wehavechosenthePbO-SiO2
glasssystembecauseit exhibitsa largesinglephasecompositionrangeinwhichgoodglasscanbe
formedeasily,hasalargemonotonicincreaseindensitywithcomposition(thustheconvectioneffects
shouldbeenhanced),thecompositionprofilescanbemeasuredaccuratelybytechniquessuchasthe
electronmicroprobe,andmanyof therelevantpropertieshavebeenmeasuredasafunctionofcompo-
sitionin thissystem(seeTableI).

PbO-SiOeglassesof threedifferentcompositions(40,50,and60mole%PbO)weremelted.Mostof
ourexperimentstodatehaveusedthe40%and50%compositions.TableI listssomerelevantproper-
tiesofthesetwocompositions.Disksof 7mmdiameterand3to4 mmheightwerecore-drilledfrom
bubblefreeregionsofthecastglass.Thesediskswerepolishedtomakebothsidesplanarandparallel.
Infinitecouplesweremadebyplacingdisksofdifferentcompositionsinsideflatbottomplatinumcups(7
mmID and10mmheight).Theassemblywaspreheatedfor halfhouratatemperatureof 300Cto
removeanyentrappedair.Diffusionexperimentswereperformedattwotemperatures(750Cand
850C)inbothnormalandinvertedorientationsfor twodifferenttimes(30and90minutes).After
quenchingtoroomtemperature,theplatinumcruciblesweresectionedalongtheaxisandtheresulting
sectionswerepolishedforexaminationbyopticalmicroscopyaswell forchemicalanalysisbyaPhillips
XL30 scanningelectronmicroscope.Calibrationstandardswereusedtoconvertintensitiesintomole
fractions.Examplesofourresultsareshownin figuresI to3whichshowcompositionprofiles(in terms
of molepercentPbO)versusdistancefromtheirrespectiveMatanointerfaces.Figure1comparestwo
profilesonthesamesampleshowingtypicalreproducibilityinourexperiments.Figure2showsprofiles
of thenormalconfigurationsamplesat750Cfordifferentdiffusiontimes.Figure3comparesprofilesof
norm',dandinvertedconfigurationsat750Cand30minutes.

IV. Discussion

Figure 4 shows the composition profiles of Figure 2 plotted as function of the reduced variable x/qt. The

profiles of these normal couples superimpose well on each other indicating that interdiffusion is the

dominant process and that the effect of gravitational drift is negligible. These profiles were analyzed for

interdiffusion coefficients using the Saner and Freise procedure [3] taking into account the variation of

the molar volume with composition. For this purpose, the molar volume was determined as a function of

composition at 750 C. Using these molar volume data, interdiffusion coefficients were calculated as a

function of composition. Figure 5 shows the results. As expected, our values are somewhat less than the

values at 850 C reported by Schmalzried [ 10]. We have also performed experiments at 850 C and

these data are being analyzed presently. The value of the Rayleigh number (equation l ) at 750 C is

extremely large (--.2.5x 108) for the inverted sample implying that this configuration is unstable [9]. The

results in figure 3 show that there is little effect of convection at 750 C since the profiles of normal and

inverted couples are in good agreement. Furthermore, there was no evidence of convection from either
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opticalorSEMexaminationof thesesamples.Theprobablereasonfortheabsenceof anyobservable

convection in these samples at 750C in spite of the large Rayleigh number is that the kinetics of convec-

tion are extremely slow for this system. The Rayleigh number for the inverted sample at 850 C is also

large (= 5x 107). A preliminary back scattered image of the inverted sample at 850C and 30 minutes

shows clear evidence of convection in this sample. The experiments at 850 C are in the process of being

analyzed.

V. Conclusions

This work is still in progress and the complete results are not available at this time. However, we ob-

_rve the following trends:

a) The effect of gravitational drift appears to be negligible in this system at 750 C.

b) Convection in inverted samples appears to be insignificant at 750C even though the

Rayleigh number is large (greater than the critical value).

c) Convection is definitely pre_nt in inverted samples at 850C.

d) The values of the interdiffusion coefficient as a function of composition found in this work

are in reasonable agreement with the published work.
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Table 1. Properties ofPbO-SiO 2 glasses.

40mol % PbO 50mol % PbO

p750oc (g]cm 3) [,] 5.24 5.69

T (K) [*] 720 683

13q-_°°c 0.83 0.76

v 75°°C(cmZ/s) 1206.1 61.5

D75°°C(cm2/s) [*] 10 .9 5* 10.9

v 85°°C(cm2/s) 87.9 6.9

DSS°°C(cm2/s) [10] 10 -_ 2"10 .8

*] : Bansal, NE. and D_mmus, R.H., "'Handb_x_k of Glass Propetlies". Academic Press, (1986)
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Advanced Automated Directional Solidification Furnace

Aero-Acoustic Levitation
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Axial Heat Processing
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Computational fluid dynamics software

A Monte-Carlo simulation code for radiation transport

Fourier Transform Infrared Spectrometry

Float/floating Zone

Galactic Cosmic Ray

Glow Discharge Mass Spectroscopy
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Gelation of Sol s; Applied Microgravity Research
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HBT
HD
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HDIV
HDPE
HECT
HEDS
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REMPI
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Soci6t6 Europ6ene de Propulsion

Sherwood Number

Second Harmonig Generation

Spaceflight Holography Investigation in a Virtual Apparatus

Self-propagating High-temperature Synthesis

Secondary Ion Mass Spectrometry

Solvent Induced Phase Separation

Stereoscopic Imaging Veiocimetry

Solid-liquid Interface

Stearoyl, Oleoyl Phosphatidylcholine

Solar Particle Event

Scanning Tunneling Microscopcy

Space Transportation System (Shuttle/external tank/solid rocket booster

system, also a Shuttle mission designation)

Solidification Using the B',fffle in Sealed Ampoules

Synchrotron White Beam X-ray Topography

Transient Dendritic Solidification Experiment

Transmission Electron Microscopy

Tunneling Electron Microscope

Thermoelectromagnetic Convection

Tiegelfreies Elektromagnetisches Prozessieren Unter Schwerelosigkeit (German

Electromagnetic Containerless Processing Facility)

Tetraethylorthosilicate

Tissue Equivalent Proportional Counter

Traveling Heater Method

Thermally Induced Phase Separation

Two Level System

Traveling Magnetic Field

Technology Readiness Level

Time-Resolved Relativity

Classical Theory of Phase Coarsening by Todes, Lifshitz, and Slyozov

Time-Temperature-Transformation

University of Alabama in Huntsville

Utilization Flight

Ultra-Small Angle X-ray Scattering

United States Microgravity Laboratory

United States Microgravity Payload

Ultra Violet

University of Wisconsin

Vertical Bridgman

Flow-Visualized Microvoid

Wide Angle X-Ray Scattering

Wetting Characteristics of Immiscibles

Image analysis software

X-ray Diffraction
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XRF
YAG
YSV
YSZ
ZBLAN

X-rayFluorescence
YttriaAluminumGarnet
YttriaStabilizedZirconia
Yttria-stabilizedzirconia
A glasswhichcontainsthefluoridesofzirconium,barium,lanthanum,"aluminum,

and sodium
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